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Abstract

With laughter research seeing a development in recent years, there is also an increased need in materials having laughter annotations. We examine in this study how one can leverage existing spontaneous speech resources to this goal. We first analyze the process of manual laughter annotation in corpora, by establishing two important parameters of the process: the amount of time required and its inter-rater reliability. Next, we propose a novel semi-automatic tool for laughter annotation, based on a signal-based representation of speech rhythm. We test both annotation approaches on the same recordings, containing German dyadic spontaneous interactions, and employing a larger pool of annotators than previously done. We then compare and discuss the obtained results based on the two aforementioned parameters, highlighting the benefits and costs associated to each approach.
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1. Introduction

Laughter is a pervasive phenomenon in human communication, fulfilling various roles and functions in spoken interaction [1]. Although it has seen an increased interest, both from a scientific perspective [1] and a technological viewpoint [2], there have been very few cross-linguistic laughter studies. To our knowledge, the acoustic characteristics of laughter [3], laughter position compared to its laughable [4], laughter entrainment [5] and the distribution of laughter across linguistic levels [6] are the only laughter aspects investigated across languages.

One of the reasons for this apparent lack of cross-linguistic laughter studies seems to be the scarcity of high-quality multilingual resources annotated for laughter (one notable exception being the DUEL corpus [7]). Although datasets including laughter annotation exist in several languages, the type of materials contained might not be similar enough for a cross-linguistic comparison, or the differences in the annotation guidelines employed might not allow it. Moreover, with laughter being a secondary goal of the labelling process, issues with the resulting annotation may be observed [8]. A possible solution to this problem lies in employing already existing comparable materials in different languages. In this study, we take a first step in this direction, by (1) evaluating the process of annotating laughter in existing corpora and (2) investigating ways to facilitate this process.

On the one hand, we analyze the time needed to manually annotate laughter in spontaneous interactions and the inter-rater reliability that can be observed for this process. To our knowledge, there has been no study reporting annotation times for laughter. A better understanding of the required time would allow annotation campaigns to be planned more realistically. With regards to inter-rater reliability, the majority of studies have looked at specific laughter sub-types or characteristics, such as: speech-laughs [9], laughter voicedness [10, 11] or laughter production type, style, function and its vowel quality [12]. Only recently, Truong and colleagues [13] have performed an evaluation of the overall laughter annotation process, for a number of corpora and across the different levels of a laughter episode. Although they do not compute inter-rater reliability, they report the percentage of matching units found between annotators, which is, in itself, a measure of annotators’ agreement. In our study, we recruited a larger number of participants in an annotation experiment and calculated standard inter-rater reliability measures such as $\kappa$. Differently from [13], who employed annotators with a very high level of expertise, our annotators had a more limited experience with laughter annotation, similar to real-life conditions in corpus building. Thus, we hope to obtain a more ecological account of inter-annotator agreement.

On the other hand, we investigate how one could automate the annotation process, as well as to comprehend the associated benefits and costs. While automatic laughter detection systems have been previously proposed (e.g. see the 2013 Paralinguistic Challenge [14]), we focus here on a semi-automatic process, in order to be able to use its output also in more fine-grained analyses. [15] has put forward a semi-automatic approach for laughter annotation, involving a first step in which a number of laughter events were manually annotated and then used to train classification models based on audio-visual features. Laughter events were predicted based on the trained models and their boundaries manually refined in a subsequent step. Here, we take a different approach: rather than positing laughter event boundaries and then manually correcting them, we build a system that returns the speech intervals that might contain laughter, followed by manual placement of the boundaries of laughter events occurring in these intervals. For this, we employed rhythm information proved to be useful for the perception of laughter [16]. In particular, we utilized a representation called the modulation index spectrum [17], which has been shown to discriminate between laughter and speech [18]. We developed an automatic tool that exploits this information and returns the segments of time where laughter is likely to occur. The annotators were then asked to focus their attention on these intervals and to manually mark the boundaries of perceived laughter events. We compare this semi-automatic process with the manual one, based on the required annotation time and the inter-rater reliability.

2. Dataset

We performed our investigation on the DUEL corpus [7], a dataset containing spontaneous interactions in three languages: French, German and Mandarin Chinese. The corpus was annotated at the utterance level and includes conversational speech phenomena such as laughter (both laughs and speech-laugh – simultaneous occurrences of speech and laughter, in which nei-
We employed German recordings from two scenarios: Dream Apartment and Film Script. In the first one, the participants discussed the design, furnishing and decoration of an apartment they would share. In the second one, the interlocutors were requested to come up with a film script based on an embarrassing moment. For the development of the tool, we used the same materials as in [18], approximately two hours of data, corresponding to the recordings of eight dyads from the Film Script scenario. Seven out of the eight pairs consisted of friends/colleagues (11 females and 5 males). Based on the eight recordings, representations for the speech, laughs and speech-laughs classes were computed. One of the recordings (15 minutes, 2 females) was further used to set a number of parameters employed by the tool for deciding whether laughter is present in the speech signal. The tool was tested on one hour of data, belonging to four pairs of speakers (6 females, 2 males) discussing the Dream Apartment scenario. The pairs were different from those whose data was used for the development of the tool and were chosen because they produced the most laughter among the dyads of that scenario. One of the four recordings (15 minutes) was further employed in the annotation experiment.

3. Methods

3.1. Automatic laughter pre-annotation tool

The proposed laughter annotation tool was built on a signal-based description, the modulation index spectrum, shown to be able to capture aspects related to speech rhythm [17]. Moreover, it can reliably discriminate between laughs and speech and between speech-laughs and speech [18]. Here, we employed the same materials as in the aforementioned study, in order to derive a representation that maximizes the difference between the laugh and speech-laughs classes, on the one hand, and the speech class, on the other.

First, we computed the modulation index, as in [18], for each of the three classes of vocalizations (laugh, speech-laugh, speech), by means of the AM_FM_Spectra toolbox [19]. The input speech signal was band-pass filtered with a 30-channel gammatone filterbank, each channel being 1 ERB-wide and having their center frequencies equally spaced on the ERB scale. The responses of the filters had their envelopes extracted and were further filtered using a bank of 1/3 octave wide Butterworth bandpass filters. In a last step, the root-mean-square amplitude of each filter output was divided by the mean amplitude of the output of the gammatone filter. To obtain the spectrogram-like description (a 2D matrix), we stacked the output of all 30 channels, having the modulation rate on the horizontal axis, the audio frequency on the vertical axis and the modulation index amplitude as the value of each point.

Next, we took the matrices corresponding to the laugh and speech-laughs classes, computed their average and subtracted the speech class matrix. The resulting difference matrix, illustrated in Figure 1, informs the automatic tool which modulation rate/audio frequency points to consider when computing a laughter detection function, by applying a threshold (quanzThr) based on its quantile values.

Then, at run time, we computed a detector function based on this information. Since rhythm is a suprasegmental phenomenon, and following the same settings as in [18], we used an analysis frame of 1.5 seconds (s), with a 50 ms overlap. For each analysis frame, we took only the points of its modulation index spectrogram which surpassed the quanzThr parameter value in the difference matrix (see Figure 1). The mean value of these points represents the detector function value for that particular frame. The resulting detector function (for an example, see Figure 2, upper panel) was then smoothed using a sliding window of length movWin frames, centered on the current sample.

Finally, we determined candidates for intervals containing laughter events by searching for the local maxima of the detector function. The candidates were restricted to those having a minimum peak prominence, compared to the neighbouring valleys, of at least minProm (cf. Figure 2, middle panel).

We evaluated the goodness of the tool by comparing the output obtained on the test set to the reference laughter annotation supplied with the corpus. This was done by means of standard measures: precision (how many laughter events, out of the total number of events found, were correct), recall (how many events, out of the total number of events in the reference data, were found) and F-score (the harmonic mean of precision and recall). We considered a candidate to be correct if a reference event was found within a 5 s window centered at the time of the local maximum of the detector function (marked as intel in Figure 2, lower panel). We decided to consider such a large window around the maximum, as the system is based on a large analysis window (1.5 s) and several consecutive laughter events might be represented by only one peak in the detector function. This decision was also consistent with the second part of the annotation process, in which the annotators had to manually place the boundaries of a laughter event, by listening to a 5 s speech segment centered on each candidate.

The three parameters employed by the algorithm (quanzThr, movWin and minProm) were determined on a small development set consisting of the recordings of one dyad, by finding the triple that maximized F-score, provided that precision was higher than 0.8. This condition was set in order to obtain an algorithm that retrieves a high number of laughter events, while keeping the number of false positives low. The right compromise between recall and precision had to be found, as a high recall but a low precision would defeat the purpose.

Figure 1: Modulation index spectrogram difference between the average of the laugh and speech-laughs classes, on the one side, and that of the speech class, on the other. The area delimited by a red rectangle represents the points considered for the computation of the detector function, based on the parameter value (quanzThr = 0.99) established on the dev set.
of the tool, namely reducing the amount of recordings that the annotators would have to listen to in order to label laughter events. Conversely, a very high precision but a low recall, would render the tool useless, as it would flag only a small number of laughter candidates to be checked by the annotators.

Since existing corpora are, in general, annotated for voice activity detection, we also used this information in our tool: no modulation index was computed for the analysis frames which were centered on a frame marked as being silence in the reference transcription. At run time, the frames corresponding to silence were replaced by the median value of the detector function, before the moving average smoothing was applied.

3.2. Laughter annotation experiment

An experiment was set-up in order to evaluate the manual and the semi-automatic annotation processes. Seven phonetically-trained annotators received the recordings corresponding to one of the dyads discussing the Dream Apartment scenario. The criterion behind the choice of the dyad was the similarity of the per-dyad automatic tool performance to the overall test set results. The recordings were supplied with each speaker (channel) as a separate file, for an easier labelling process in the case of overlapping laughter between the speakers.

The annotators were given a Praat [20] TextGrid file with two tiers, the first tier containing the intervals they were supposed to listen to for the experiment. As the tool employed in the semi-automatic process had knowledge of the stretches of speech/silence in the recordings, we made available this information for both annotation tasks. Thus, for the manual task, the first tier contained the regions of speech in the recording, as in the reference. For the semi-automatic task, the first tier consisted of 5 s long intervals, centered at the points in time corresponding to the candidates returned by the tool. In case two such intervals overlapped (the distance between two laughter candidates was lower than 5 s), they were merged.

The participants were asked to mark the boundaries of the perceived laughter events on the second tier of the TextGrid file. They annotated two types of laughter events: laughs and speech-laughs, by labelling them with the labels L and SL, respectively. They were allowed to take breaks during the experiment, provided that the duration of the break was subtracted from the total duration of the annotation process. All annotators performed both tasks, in order to be able to directly compare results. We balanced the order in which the tasks were done, with three participants carrying out the manual process first, while the remaining four completed the semi-automatic process first. Moreover, to reduce the effect of the first task on the second one, they were performed in different weeks, 5 to 6 days apart.

Each task of the experiment had two outcomes: the time (in minutes) required for the participants to complete it and the Praat TextGrid file containing the laughter event boundaries. The latter was further used to calculate two measures of inter-rater reliability, the overall agreement and the κ measure. The overall agreement was computed as the proportion of annotator-pairs agreeing, out of the total number of annotator-pairs, averaged across all observations. The kappa measure is a reliability metric which normalizes the overall agreement by the probability of chance agreement by the annotators. Here, we chose a free-marginal multirater κ [21] since the performed annotation process has no a-priori number of cases that should be assigned to each category. All inter-rater measures were computed using an online tool [22]. We also determined the number of missed laughter events, defined as being the events found after the manual task, but which no annotator marked as such in the semi-automatic process. For calculating the reliability we considered two annotated events to be corresponding if there was a minimum overlap of 50% between them. Consecutive events with the same label and a pause shorter than 50 ms between them counted as one event.

4. Results

The results attained on the development and the test set, using the parameters determined on the dev set (quantThr = .99, movWin = 9 frames and minProm = 0.27), are presented in Table 1. We then selected the test recording which had the most similar performance to the overall test set (cf. last line of Table 1) and used it in the annotation experiment.

The time required by the annotators to complete the manual task was, on average, 75 minutes (stdev: 25), while the mean time needed for the semi-automatic task was 52 minutes (stdev: 17). The differences were found significant (p = .031) when tested with a Wilcoxon signed-rank test. Per-speaker details are presented in the second column of Table 2, showing the relative decrease in time for the semi-automatic process, compared to the manual one. We observed shorter times for the former process, for all but one of the experiment participants (A3 was slightly faster in the manual task), and an overall time decrease of more than 30%.

Examining the number of laughter events labelled after the two tasks, we noticed, on average, a lower number for the semi-automatic process (78, of which 56 laughs) than for the manual

<table>
<thead>
<tr>
<th>Set</th>
<th>Precision</th>
<th>Recall</th>
<th>F-score</th>
</tr>
</thead>
<tbody>
<tr>
<td>dev</td>
<td>.807</td>
<td>.698</td>
<td>.749</td>
</tr>
<tr>
<td>test</td>
<td>.565</td>
<td>.891</td>
<td>.691</td>
</tr>
<tr>
<td>experiment</td>
<td>.606</td>
<td>.891</td>
<td>.722</td>
</tr>
</tbody>
</table>
obtained (with a Wilcoxon signed-rank test, a significant result was obtained ($p = .022$)). The percentage of laughter events labelled in the manual task and not labelled in the semi-automatic one, by experiment participant, is reported in the last column of Table 2. An average of 10.2% of laughter events were missed in the latter task. In order to better understand the functioning of the automatic tool, we performed an analysis of the types of laughter not found in the semi-automatic process. Of the total of seven events, four were in the form of out-breaths, two laughter interjections (one-syllable laughs) and one a one-syllable speech-laugh. We then examined the annotations corresponding to these events from the manual process, observing a much lower $\kappa$ value for them (.49 [.30, .69]) than for the whole set (.69), indicating a higher ambiguity of these events.

Finally, we illustrate the inter-rater reliability results for the two tasks in Table 3. It shows the $\kappa$ and agreement measures when we considered only one laughter class (merging laughs and speech-laughs) or two of them (keeping laughs and speech-laughs separate). We ran Wilcoxon rank sum tests to check the statistical significance of the reported agreement differences between the two annotation processes. None of the tests returned a significant result (two laughter classes: $p = .462$, one class: $p = .653$). For evaluating the $\kappa$ measure, we made use of the confidence intervals returned by the tool. According to [23], only an overlap smaller than .5 between confidence intervals would correspond to a $p$-value indicating statistical significance. The overlap in our case was larger, implying a lack of significant difference also between $\kappa$ values.

5. Discussion and conclusions

The current study aimed at establishing two important parameters for the annotation of laughter in speech corpora, independent of other types of annotations. Employing a 15 minutes dyadic conversation in an experiment with seven participants, we observed that the effort needed to complete the task was, on average, five times larger than the duration of the processed file. Of course, these estimates depend on various speaking style characteristics (e.g. the number of pauses produced or the amount of overlapping speech between the dyad partners), as well as on the extent to which laughter is used in the conversation. Here, about two-thirds of the chosen dialogue contained actual speech, with the rest pauses, which makes it one of the dialogues with the least speech among the considered recordings. The proportion of speech in the dialogue is also lower than results published in other studies (e.g. 72%-80% in [24]), suggesting that our average annotation time could be towards the lower bound of the process. With respect to the number of laughter events, the selected dyad produced more laughter occurrences than the average dyad in the Dream Apartment scenario. Their mean of 21.7 laughter events per 10 minutes is higher than the 5.8 rate given by [25], but similar to that observed in other parts of the DUEL corpus [26]. This implies, instead, a higher annotation effort than one could expect for an average dyadic interaction.

We obtained good inter-rater reliability when discriminating laughter events from speech and a slightly worse estimate when a three-way discrimination (laughter events split into laughs and speech-laughs) was considered. Hough and colleagues [9] have previously reported a $\kappa$ measure of .91 for speech-laughs, on a recording from the Dream Apartment scenario. Our $\kappa$ value for one laughter category, .79, is lower, but it includes both speech-laugh and laughs, thus also potentially more confounding sources. The level of granularity of our analysis is similar to the bout level of [13], and our overall two laughter classes agreement (.798), falls within the range of “5 matched units” they obtained for various conversational corpora (between .63 and .8). This suggests that similar annotation reliability levels can be reached by both experts (as in [13]) and non-experts (as most participants here). We believe that the use of clear annotations schemes for laughter, like the one proposed in [13], would increase the reliability of the process.

The proposed semi-automatic tool produced promising results. Using a signal-based method to pre-select regions where laughter may occur decreased the annotation time by almost a third compared to the manual process. This represents an effort of 3.5 times the length of the considered recording and has a similar rater reliability to the manual task. The observed effect cannot be due to the order in which the annotators performed the tasks as it was balanced (if anything, a manual process advantage should have been seen, as we had four annotators carrying out this task last). We are, thus, confident that these results can be replicated on other datasets. The decrease in work time came at a cost though, a reduction of about a tenth in the number of retrieved laughter events. However, all the missed events were short (only one laughter syllable) and they also featured weak agreements in the manual task. With current automatic detection systems mainly focusing on “prototypical” laughter, their reliability for discovering less common event types remains an open question. Further work would be needed to develop methods able to identify a wider range of laughter types.
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Table 2: Per-speaker performance comparison between the semi-automatic and the manual process: relative decrease in time required and the percentage of missed laughter events.

<table>
<thead>
<tr>
<th>Annotator</th>
<th>% time decrease</th>
<th>% missed laugh</th>
</tr>
</thead>
<tbody>
<tr>
<td>A1</td>
<td>21.7</td>
<td>5.6</td>
</tr>
<tr>
<td>A2</td>
<td>31.1</td>
<td>10.0</td>
</tr>
<tr>
<td>A3</td>
<td>-3.3</td>
<td>13.3</td>
</tr>
<tr>
<td>A4</td>
<td>33.3</td>
<td>15.4</td>
</tr>
<tr>
<td>A5</td>
<td>57.6</td>
<td>9.3</td>
</tr>
<tr>
<td>A6</td>
<td>43.8</td>
<td>13.4</td>
</tr>
<tr>
<td>A7</td>
<td>7.6</td>
<td>6.4</td>
</tr>
<tr>
<td>Overall</td>
<td>30.1</td>
<td>10.2</td>
</tr>
</tbody>
</table>

Table 3: $\kappa$ measure, its confidence interval (CI), and overall agreement (agr.) for the manual and semi-automatic tasks. One (L+SL) or two (LSL) laughter event categories were considered (L – laugh, SL – speech-laugh).

<table>
<thead>
<tr>
<th># categories</th>
<th>manual</th>
<th>semi-automatic</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\kappa$ [CI]</td>
<td>agr.</td>
</tr>
<tr>
<td>1 (L+SL)</td>
<td>.79 [.72,.86]</td>
<td>.897</td>
</tr>
<tr>
<td>2 (LS, SL)</td>
<td>.70 [.64,.76]</td>
<td>.798</td>
</tr>
</tbody>
</table>
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