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Abstract
Punctuation prediction is a critical component for speech recognition readability and speech translation segmentation. When considering multiple language support, traditional monolingual neural network models used for punctuation prediction can be costly to manage and may not produce the best accuracy. In this paper, we investigate multilingual Long Short-Term Memory (LSTM) modeling using Byte Pair Encoding (BPE) for punctuation prediction to support 43 languages across 69 countries. Our findings show a single multilingual BPE-based model can achieve similar or even better performance than separate monolingual word-based models by benefiting from shared information across different languages. On an in-domain news text test set, the multilingual model achieves on average 80.2% F1-score while on out-of-domain speech recognition text, it achieves 73.5% F1-score. We also show that the shared information can help in fine-tuning for low-resource languages as well.

Index Terms: multilingual punctuation prediction, byte pair encoding, long short term memory, speech recognition

1. Introduction
Punctuation prediction provides segmentation of Speech Recognition (SR) output for human and machine consumption. This is critical for applications where text converted from speech needs to be readable such as dictation, visual voicemail, and meeting transcriptions. Similarly, downstream Natural Language Processing (NLP) tasks such as machine translation, intent recognition, and analytics utilize punctuation to provide more accurate results. In most speech recognition production systems, punctuation prediction is an independent component, added after text is produced.

Punctuation prediction is a sequence tagging problem, like Part-of-Speech Tagging and Named Entity Recognition. Traditional punctuation prediction methods rely only on lexical features [1, 2], while others both lexical and acoustic features [3, 4]. In [5] researchers adopt lexical features and build an extended language model taking punctuation as inner tokens. [6] uses a maximum entropy model that uses both lexical and acoustic features for prediction. There is also other combination method which separately models lexical and acoustic features with N-gram and Decision Tree (DT) and then tries model combination method [7]. Considering contextual information, Conditional Random Fields (CRF) further improved punctuation quality by combining the punctuation probability distribution with the text sequence [8]. Compared with only using lexical features, CRF model shows great improvement combining various features, such as LM scores, n-gram tokens, sentence length and syntactic features [9].

More recently, Recurrent Neural Network (RNN), and the variant Long Short-Term Memory (LSTM), have shown better results by being able to consider long range context [10]. Bidirectional LSTM (BLSTM) performs better than unidirectional LSTM by utilizing future context [11]. Based on this, [12] proposes BLSTM model with attention mechanism to further improve the performance by weighting the relevant parts of the context for punctuation prediction. For better modeling word relationships, encode-decoder model structure has been used [13, 14], which learns from the experience from neural machine translation. In [15] researcher applies self-attention based model to predict punctuation using word and speech embedding features. There is also attempt to multilingual punctuation generation, which proposes a transition-based LSTM method on 5 languages [16].

The most common punctuation symbols are generally universal across all languages—period, comma, question mark, but because each language has a unique set of words in the vocabulary, to support punctuation in many languages, requires a punctuation model for each language or a single model that must support an extremely large vocabulary set. If regional linguistic similarities are considered, such as the Romance languages (French, Portuguese, Spanish, and Italian), words may be shared across languages. Fortunately, research into sub-word representations [14, 17] have shown to yield promising results in tasks such as multilingual machine translation [18, 19]. Moreover, inspired by utilizing the shared linguistic information across languages, many NLP work have tried multilingual method [20, 21]. On Name Entity Recognition, [22] shows surprisingly good results at cross-lingual model transfer for zero-shot languages with a pre-trained multilingual model.

In this paper, we investigate applying multilingual techniques to the punctuation prediction task to support 43 languages across 69 countries with a single model. Instead of relying on spoken transcription punctuation labels which would be cost prohibitive, we rely exclusively on text from news assets worldwide. We utilize Byte Pair Encoding (BPE) [23] to model sub-word units across languages, and use an LSTM to predict punctuation. Our findings show that a single multilingual model can get comparable or even better results than the monolingual word-based, by adding more languages and deeper models. We also show that fine-tuning the multilingual model brings improvement on low-resource languages.

The rest of the paper is organized as follows. Section 2 introduces the multilingual punctuation prediction architecture. Section 3 describes the experimental setup. Section 4 gives the experiment results and analysis. Section 5 is the conclusions drawn from the experiment.
2. Multilingual Punctuation Architecture
In this section we describe the 2 main components of our architecture, BPE and LSTM, and an overview of our multilingual model.

2.1. Multilingual BPE
BPE is a data compression technique to represent words in smaller units to reduce overall vocabulary size and word sparsity by sharing the same sub-word units between different words. In BPE model training, characters are paired according to the highest frequency, treated as a new char and merging continuous until the targeted vocabulary size is achieved. In our multilingual work, we adopt the public multilingual BPE model, MultiBPEmb\textsuperscript{3} [24], which is trained with 275 languages wikipedia data, which covers all the languages in our punctuation model.

To evaluate the efficacy of the BPE model we analyzed a set of similar languages, French, Italian and Spanish, to understand how much overlap exists between them. After encoding the 3 languages’ training data with MultiBPEmb, French has 23.6k unique tokens, Italian has 24.3k and Spanish has 22.9k. We calculate the overlap percent of the 3 languages, here is the overlap percent,

\[ \text{Spanish} \cap (\text{French} \cup \text{Italian}) = 93.2\% \]
\[ \text{French} \cap (\text{Italian} \cup \text{Spanish}) = 95.4\% \]
\[ \text{Italian} \cap (\text{French} \cup \text{Spanish}) = 95.8\% \]

The overlap percent shows that each of these languages are closely related. From the overlap percent we can believe that MultiBPEmb is able to help us explore the shared sub-words across languages.

2.2. LSTM with shift
We adopt LSTM to perform the sequence labeling task, because it combines the benefit of lower resource utilization when compared to BLSTM or encoder-decoder models but still provides high accuracy.

To improve accuracy, we want the benefit of looking ahead a few BPE tokens in order to utilize the future context to help prediction as BLSTM is able to, so we added a token shift with LSTM model. Suppose \( \text{shift}=2 \), we will append 2 special tokens (PAD) at the end of text sequence and add 2 (PAD) before the punctuation sequence, then we re-align the text and punctuation sequence and feed into the LSTM model. In this way, the model can lookahead some future tokens.

In [11], punctuation has shown improvements with \( \text{shift}=1 \). In our Mandarin Chinese monolingual experiment, LSTM with \( \text{shift}=3 \) has around 2% \textit{F1-score} gap with BLSTM model, without \textit{shift} the gap increases to 15%.

2.3. Model structure
The complete illustration of our multilingual model is shown in Figure 1. Our prediction labels include comma, period, question mark and \( \varnothing \), representing no punctuation.

Our method is language independent, so we don’t pass any language information into either BPE component or LSTM model. After multilingual BPE, words are split into BPE tokens. We remove the word boundary tag attached by MultiBPEmb to further decrease the token size. The punctuation is only placed after the last BPE token of the word, other inner tokens are labelled with \( \varnothing \). We don’t adopt pre-trained embedding vectors for the BPE tokens and the embedding layer is trained together with the LSTM layer.

3. Experimental Setup
3.1. Data
We utilize 43 languages news text across 69 countries as training data. Among these languages, only Chinese (Traditional, Simplified) and Japanese are non-spacing language. For the non-spacing languages, BPE also plays the role of word breaking. We do some pre-process on the data, like replacing semicolon with comma, replacing exclamation mark, ellipsis with period, converting all digits to “0”.

The training set contains 545.7M sentences. The training set is unbalanced, we get much data of English, Spanish, French, German, and so on, while for Afrikaans, Galician, Icelandic, Tamil and Urdu, we don’t get much data.

<table>
<thead>
<tr>
<th>Token</th>
<th>News</th>
<th>SR text</th>
</tr>
</thead>
<tbody>
<tr>
<td>BPE tokens</td>
<td>84.8</td>
<td>21.4</td>
</tr>
<tr>
<td>comma</td>
<td>3.47</td>
<td>1.3</td>
</tr>
<tr>
<td>period</td>
<td>2.46</td>
<td>1</td>
</tr>
<tr>
<td>question</td>
<td>0.22</td>
<td>0.31</td>
</tr>
</tbody>
</table>

We use two kinds of data to evaluate our model, in-domain news test set to test our model in the same condition in which the model is trained, and another out-of-domain SR text set to test how the model generalizes to speech data. The news test set covers all the 43 languages, but the SR test set only contains data from 10 of the languages\textsuperscript{3}. We collect SR text set from the recognition results of TV show, simulated voice-mail and simulated dictation audios with low word error rate. We label the text with punctuation while providing audio to listen to. Each sentence is annotated by 3 annotators, the inter-annotator agreement is 2. The news test set contains 1.678M sentences while

\textsuperscript{3}SR test set: Chinese(Simplified), English, German, French, Hindi, Italian, Japanese, Portuguese, Russian, Spanish

\textsuperscript{3}https://github.com/bheinzerling/bpemb
SR test set contains 29.3K sentences. Table 1 shows the comparison of the average count in each sentence between news and SR test set, from which we can see news data is much longer and has more comma and period, while less question mark. Training data has the same distribution as the news test text. Besides this, SR text also has a spoken expression style unique to news, like filler words, or spoken repetition which also can influence the punctuation prediction.

3.2. Model
After BPE, we totally have 133K BPE tokens. The embedding layer is 256 dims, we trained 1, 2 and 4 layers LSTM model with 1024 nodes each layer separately. We also trained monolingual word-based model for the 10 languages as baseline, which had 1 layer with 1024 nodes. We set shift=4 for word model and shift=8 for BPE model empirically, as BPE token is smaller unit. The model is trained with PyTorch.

We increase the training data size, observing the F1-score and baseline. As in Figure 2, the most obvious thing is that comparing it with a model trained with only Portuguese data, treating it like a low resource language. additional languages to the model makes up for the difference. The results show that while BPE performs worse than word, adding the 3 languages compared with multilingual BPE model. The monolingual BPE model has 2.3%, 3.6% and 0.7% gap on the 3 languages. The multilingual BPE model performs a little better on middle-text punctuation. We believe although the training and test data source differ, the model makes up for the difference because of the shared knowledge the model learns.

Next we adapted the 3 language multilingual BPE model with Portuguese data, treating it like a low resource language. What needs to be pointed out is that the overlap percent of Portuguese BPE token with the union of the 3 languages is 97.6%. We increase the training data size, observing the F1-score and comparing it with a model trained with only Portuguese data. As shown in Figure 2, the most obvious thing is that F1-score gets greatly improved along with the increase of data size, both for adapted model and that from zero. Secondly, the model from zero always has around 2% F1-score gap compared with the adapted multilingual model, which highlights that Portuguese is able to benefit from the relationship to the other 3 languages.

3.3. Metrics
We use Precision, Recall and F1-score to evaluate the model performance, and we distinguish the period and question mark whether they occur in the middle of sentence or at the end.

4. Experimental Results
4.1. Romance languages
Our first multilingual experiment examines word and BPE-based on 4 Romance languages: French, Italian, Spanish and Portuguese. We trained a 3 language multilingual model with the first 3 languages, and we take Portuguese as a low-resource language and fine-tune with the multilingual model. The training set contains 25M sentences, and we take 10K sentences of each language as test set.

<table>
<thead>
<tr>
<th>Language</th>
<th>word-based</th>
<th>MonoBPE</th>
<th>MultiBPE</th>
</tr>
</thead>
<tbody>
<tr>
<td>French</td>
<td>76.4%</td>
<td>73.8%</td>
<td>76.1%</td>
</tr>
<tr>
<td>Italian</td>
<td>66.8%</td>
<td>63.5%</td>
<td>67.1%</td>
</tr>
<tr>
<td>Spanish</td>
<td>81.9%</td>
<td>81.0%</td>
<td>81.7%</td>
</tr>
</tbody>
</table>

Table 2 shows the word-based, monolingual BPE and multilingual BPE model F1-score of the Romance language. The multilingual BPE model F1-score is similar to the word-based model, while monolingual BPE model has 2.3%, 3.6% and 0.7% gap on the 3 languages compared with multilingual BPE model. The results show that while BPE performs worse than word, adding additional languages to the model makes up for the difference because of the shared knowledge the model learns.

4.2. 43 Language experiment result
After the experiment with the Romance languages, we expand our experimentations to 43 languages and varied the number of layers to capture the improvement from deeper models.

4.2.1. In-domain News Test Set
Table 3 presents the in-domain results on 43 languages news test set. Precision, recall and F1-score on all the punctuation increases with a deeper model. When the model goes from 1 layer to 2 layers, the overall F1-score improves from 76.1% to 78.1%, and increases from 78.1% to 80.2% when model goes from 2 layers to 4 layers. In Total we obtain 4.1% absolute gain on overall F1-score from 1 layer to 4 layers. We also can find that all the 3 models generate high precision and low recall. From the perspective of user experience, it is more friendly, as incorrect sentence breaking is more harmful for reading. We observe that deeper model has more improvement on recall than precision, from 71.8% to 77.2% on recall, while precision improved from 81.0% to 83.4%.

4.2.2. Out-of-domain Speech Test Set
Table 4 shows the results on out-of-domain SR text test set, where we compare the BPE-based multilingual models with the word-based monolingual baseline model of the 10 languages. From the table we can see that all the 3 multilingual models perform better than the monolingual word-based model. 1 layer model has the same depth with the monolingual models, and it gets 1.2% gain, 4 layer model improves 2.3% F1-score compared with the baseline. The results show that language text sharing benefits punctuation prediction of a single language. We believe although the training and test data source differ, the added languages make the multilingual model more robust to content style variation.

When examining individual punctuation symbols, we observe that monolingual model performs better than multilingual model on end-of-text punctuation, while multilingual model performs a little better on middle-text punctuation.

Another finding is that unlike the in-domain news test, improvement is not obvious on the out-of-domain test set as stacking more layers does not get much more improvement from 1 layer to 2 layers. 4 layer model has 1.1% gain over 1 layer model.

4.2.3. Multilingual Speech Test Set
Table 5 shows the results on the multilingual speech test set. The results show that multilingual model gets improvement on end-of-text punctuation, while monolingual model performs a little better on middle-text punctuation.

Another finding is that the multilingual models perform better than the monolingual models on the out-of-domain speech test set, and the improvement is more obvious on end-of-text punctuation.

4.2.4. 43 Language Experiment Result
Table 6 presents the results on the 43 languages experiment. The results show that multilingual models perform better than monolingual models on the out-of-domain speech test set, and the improvement is more obvious on end-of-text punctuation.
Table 3: Punctuation results on 43 language news test set

<table>
<thead>
<tr>
<th>Punctuation</th>
<th>1-LSTM</th>
<th>2-LSTM</th>
<th>4-LSTM</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Rec.</td>
<td>Pre.</td>
<td>$F_1$</td>
</tr>
<tr>
<td>comma</td>
<td>67.0%</td>
<td>77.9%</td>
<td>72.1%</td>
</tr>
<tr>
<td>mid-period</td>
<td>70.3%</td>
<td>77.8%</td>
<td>73.9%</td>
</tr>
<tr>
<td>mid-question</td>
<td>53.9%</td>
<td>70.0%</td>
<td>60.9%</td>
</tr>
<tr>
<td>end-period</td>
<td>94.4%</td>
<td>97.1%</td>
<td>95.7%</td>
</tr>
<tr>
<td>end-question</td>
<td>75.7%</td>
<td>90.1%</td>
<td>82.3%</td>
</tr>
<tr>
<td>Overall</td>
<td>71.8%</td>
<td>81.0%</td>
<td>76.1%</td>
</tr>
</tbody>
</table>

Table 4: Punctuation results on 10 language SR text test set

<table>
<thead>
<tr>
<th>Punctuation</th>
<th>word model</th>
<th>1-LSTM</th>
<th>2-LSTM</th>
<th>4-LSTM</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Rec.</td>
<td>Pre.</td>
<td>$F_1$</td>
<td>Rec.</td>
</tr>
<tr>
<td>comma</td>
<td>61.2%</td>
<td>64.9%</td>
<td>63.0%</td>
<td>65.9%</td>
</tr>
<tr>
<td>mid-period</td>
<td>38.1%</td>
<td>39.1%</td>
<td>38.6%</td>
<td>32.3%</td>
</tr>
<tr>
<td>mid-question</td>
<td>60.4%</td>
<td>48.0%</td>
<td>53.4%</td>
<td>59.3%</td>
</tr>
<tr>
<td>end-period</td>
<td>93.8%</td>
<td>93.9%</td>
<td>93.9%</td>
<td>92.9%</td>
</tr>
<tr>
<td>end-question</td>
<td>87.0%</td>
<td>81.9%</td>
<td>84.4%</td>
<td>81.9%</td>
</tr>
<tr>
<td>Overall</td>
<td>70.5%</td>
<td>71.8%</td>
<td>71.2%</td>
<td>71.5%</td>
</tr>
</tbody>
</table>

4.2.3. Error analysis

To better understand the multilingual model performance, we analyze the out-of-domain confusion matrix. Figure 3 presents the result of 4 layers’ model on the SR text test set. We see that actual comma has 0.25 that is predicted as null, and 0.43 middle period is predicted as comma. Considering from user perception, these 2 kinds of errors are less harmful for reading and understanding: 1) comma and period both play the role of sentence breaking, and 2) comma usually represents a pause, sometimes it will be ignored in spoken text.

The errors that do have a larger effect are null and period, as period usage is less ambiguous and can change the meaning of a sentence if incorrectly added or missed. If we add a period where no punctuation should exist or label a null when period should exist, it is more harmful for reading and understanding.

Another shortcoming is the prediction of question mark. In oral expression, interrogative sentences are usually accompanied by changes in tone, especially for the short phrases. It is hard to process by the model for lack of acoustic features.

5. Conclusion

This paper presents a 43 language multilingual method for punctuation prediction, which utilizes multilingual BPE to exploit the shared sub-words and uses a shifted LSTM model to model the sequential information across languages to predict punctuation. The multilingual model shows better performance compared with several monolingual models by sharing linguistic knowledge across languages. Moreover, fine-tuning the multilingual model also shows expected benefit for low-resource languages.

For future work, we will continue to expand to more locales. We intend on building out a pre-trained multilingual language model introducing self-supervised training, then fine-tune the model on the punctuation prediction task.
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