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Abstract

Both acoustic and visual information influence human perception of speech. For this reason, the lack of audio in a video sequence determines an extremely low speech intelligibility for untrained lip readers. In this paper, we present a way to synthesise speech from the silent video of a talker using deep learning. The system learns a mapping function from raw video frames to acoustic features and reconstructs the speech with a vocoder synthesis algorithm. To improve speech reconstruction performance, our model is also trained to predict text information in a multi-task learning fashion and it is able to simultaneously reconstruct and recognise speech in real time. The results in terms of estimated speech quality and intelligibility show the effectiveness of our method, which exhibits an improvement over existing video-to-speech approaches.

Index Terms: Speech synthesis, lip reading, deep learning, vocoder

1. Introduction

Most of the events that we experience in our life consist of visual and acoustic stimuli. Recordings of such events may lack the acoustic component, for example due to limitations of the recording equipment or technical issues in the transmission of the information. Since acoustic and visual modalities are often correlated, methods to reconstruct audio signals using videos have been proposed \cite{LeCornu2011, LeCornu2012, LeCornu2013}.

In this paper, we focus on one particular case of the aforementioned problem: speech reconstruction (or synthesis) from a silent video. Solving this task might be useful to automatically generate speech for surveillance videos and for extremely challenging speech enhancement applications, e.g. hearing assistive devices, where noise completely dominates the target speech, making the acoustic signal worth less than its video counterpart.

A possible way to tackle the problem is to decompose it into two steps: first, a visual speech recognition (VSR) system \cite{Michelsanti2019, Michelsanti2020, Michelsanti2021} predicts the spoken sentences from the video; then, a text-to-speech (TTS) model \cite{Michelsanti2019, Michelsanti2020, Michelsanti2021} synthesises speech based on the output of the VSR system. However, at least two drawbacks can be identified when such an approach is used. In order to generate speech from text, each word should be spoken in its entirety to be processed by the VSR and the TTS systems, imposing great limitations for real-time applications. Furthermore, when the TTS method is applied, useful information that should be captured by the system, such as emotion and prosody, gets lost, making the synthesised speech unnatural. For these reasons, approaches that estimate speech from a video, without using text as an intermediate step, have been proposed.

Le Cornu and Miller \cite{LeCornu2011, LeCornu2012} developed a video-to-speech method with a focus on speech intelligibility rather than quality. This is achieved by estimating spectral envelope (SP) audio features from visual features and then reconstructing the time-domain signal with the STRAIGHT vocoder \cite{Laine2019}. Since the vocoder also requires other audio features, i.e. the fundamental frequency (F0) and the aperiodic parameter (AP), these are artificially created independently of the visual features.

Ephrat and Peleg \cite{Ephrat2019} treated speech reconstruction as a regression problem using a neural network which takes as input raw visual data and predicts a line spectrum pairs (LSP) representation of linear predictive coding (LPC) coefficients computed from the audio signal. The waveform is reconstructed from the estimated audio features using Gaussian white noise as excitation, producing unnatural speech. This issue is tackled in a subsequent work \cite{Ephrat2020}, where a neural network estimates the mel-scale spectrogram of the audio from video frames and optical flow information derived from the visual input. The time-domain speech signal is reconstructed using either example-based synthesis, in which estimated audio features are replaced with their closest match in the training set, or speech synthesis from predicted linear-scale spectrograms.

Akbari et al. \cite{Akbari2021} tried to reconstruct natural sounding speech using a neural network that takes as input the face region of the talker and estimates bottleneck features extracted from the auditory spectrogram by a pre-trained autoencoder. The time-domain signal is obtained with the algorithm in \cite{Ephrat2019}. This approach shows its effectiveness when compared to \cite{LeCornu2011}.

All the methods reported until now have a major limitation: they estimate either a magnitude spectrogram, SPs or LSPs, which do not contain all the information of a speech signal. Vougoukas et al. \cite{Vougoukas2021} addressed this issue and proposed an end-to-end model that can directly synthesise audio waveforms from videos using a generative adversarial network (GAN). However, their direct estimation of a time-domain signal causes artefacts in the reconstructed speech.

In this work, we propose an approach, \textit{vid2voc}, to estimate \textit{WORLD} vocoder \cite{WORLD} features from the silent video of a speaker.\footnote{Although this paper aims at synthesising speech from frontal-view silent videos, it is worth mentioning that some methods using multi-view video feeds have also been developed \cite{Michelsanti2022, Michelsanti2023, Michelsanti2024}.} We trained the systems using either the whole face or the mouth region only, since previous work \cite{Michelsanti2022} shows a benefit in using the entire face. Our method differs from the work in \cite{Michelsanti2022}, because we predict all the vocoder features (not only SP) directly from raw video frames. The estimation of F0 and AP, alongside with SP, allows to have a framework with a focus on speech intelligibility (as in \cite{Michelsanti2022}) and speech quality, able to outperform even the recently proposed GAN-based approach in \cite{Vougoukas2021} in several conditions. In addition, we train a system that can simultaneously perform speech reconstruction...
2. Methodology and Experimental Setup

2.1. Audio-Visual Speech Corpus

Experiments are conducted on the GRID corpus [24], which consists of audio and video recordings from 34 speakers (s1 – s34), 18 males and 16 females, each of them uttering 1000 six-word sentences with the following structure: <command> <color> <preposition> <letter> <digit> <adverb>. Each video has a resolution of 720×576 pixels, a duration of 3 s and a frame rate of 25 frames per second. The audio tracks have the same duration as the videos and a sample frequency of 50 kHz. In addition, text transcription for every utterance is provided.

As in [17], we evaluate our systems in speaker dependent and speaker independent settings. Regarding the speaker dependent scenario, the data from 4 speakers (s1, s2, s4, s29) is pooled together, then 90% of the data is used for training, 5% for validation and 5% for testing. Regarding the speaker independent scenario, the data from 15 speakers (s1, s3, s5 – s8, s10, s12, s14, s16, s17, s22, s26, s28, s32) is used for training, the data from 7 speakers (s9, s20, s23, s27, s29, s30, s34) for validation and the data from 10 speakers (s2, s4, s11, s13, s15, s18, s19, s25, s31, s33) for testing.

2.2. Audio and Video Preprocessing

The acoustic model used in this work is based on the WORLD vocoder [18], with a sample frequency of 50 kHz and a hop size of 250 samples. WORLD consists of three analysis algorithms to determine SP, F0 and AP features, and a synthesis algorithm which incorporates these three features. Here, we use SWIPE [25] and D4C [26] to estimate F0 and AP, respectively. As done in [27], a dimensionality reduction of the features is applied: SP is reduced to 60 log mel-frequency spectral coefficients (MFSCs) and AP is reduced to 5 coefficients according to the D4C band-aperiodicity estimation. In addition, a voiced-unvoiced (VUV) state is obtained by thresholding the F0 obtained with SWIPE. All the acoustic features are min-max normalised using the statistics of the training set as in [28].

As in [17], videos are preprocessed as follows: first, the faces are aligned to the canonical face [3]; then, the video frames are normalised in the range [−1, 1], resized to 128×96 pixels and, for the models that use only the mouth region as input, cropped preserving the bottom half; finally, the videos are mirrored with a probability of 0.5 during training.

2.3. Architecture and Training Procedure

As shown in Figure 1, our network maps video frames of a speaker to vocoder features and consists of a video encoder, a recursive module and five decoders: SP decoder, AP decoder, VUV decoder, F0 decoder and VSR decoder. We also tried not to use the VSR decoder, to see whether it has any impact on the performance.

The video encoder is inspired by [17]; it takes as input one video frame concatenated with the three previous and the three next frames and applies five 3-D convolutions (conv3D). Each of the first four convolutional layers is followed by batch normalisation (BN) [29], ReLU activation and dropout [31], while the last one is followed by Tanh activation.

To model the sequential nature of video data, a recursive module is used: it consists of a single-layer gated recurrent unit (GRU) [32], BN, ReLU activation and dropout.

Each decoder takes the GRU features as input. For ev-
ery video frame the SP decoder produces an eight-frame-long estimate \( \hat{W}_{se} \in \mathbb{R}^{8 \times 8} \) of the normalised dimensionality-reduced SP, \( W_{se} \), through three 2-D transposed convolutions (convT2D), each followed by BN, ReLU activation and dropout, and another convT2D followed by ReLU activation.

The VUV decoder consists of a linear layer followed by ReLU activation. A threshold of 0.2 is applied to the output obtaining \( \hat{W}_{vuv} \in \mathbb{R}^8 \), an estimate of the VUV state, \( W_{vuv} \).

The AP decoder has a structure similar to the SP decoder, with a total of three convT2D in this case. Its output, \( O_{nap} \in \mathbb{R}^{5 \times 8} \), together with \( \hat{W}_{vuv} \) is used to get \( \hat{W}_{nap} \), an estimate of \( W_{nap} = I_{5,8} - W_{nap} \), where \( I_{5,8} \) indicates an all-ones matrix with 5 rows and 8 columns, and \( W_{nap} \) is the normalised dimensionality-reduced AP:

\[
(\hat{W}_{nap})_i = (O_{nap})_i \odot \hat{W}_{vuv} \quad \text{for} \quad i \in \{1, \ldots, 5\} \tag{1}
\]

where \((A)_i\) indicates the \(i\)-th row of \(A\) and \(\odot\) denotes the element-wise product.

The F0 decoder has a linear layer followed by a sigmoid activation function. Its output, \( O_{f0} \in \mathbb{R}^8 \), is point-wise multiplied with \( \hat{W}_{vuv} \) to obtain \( \hat{W}_{f0} \), an estimate of the normalised F0, \( W_{f0} \):

\[
\hat{W}_{f0} = O_{f0} \odot \hat{W}_{vuv}. \tag{2}
\]

Finally, the VSR decoder, consisting of a linear and a softmax layers, outputs a CTC character that will be used to predict the text transcription of the utterance.

The system is trained to minimise the following loss:

\[
J = \frac{\lambda_1}{\lambda} J_{se} + \frac{\lambda_2}{\lambda} J_{nap} + \frac{\lambda_3}{\lambda} J_{f0} + \frac{\lambda_4}{\lambda} J_{vuv} + \frac{\lambda_5}{\lambda} J_{vuv} \tag{3}
\]

where \(\lambda_1 = 600, \lambda_2 = 50, \lambda_3 = 10, \lambda_4 = 10, \lambda_5 = 1, \lambda = \sum_{i=1}^{5} \lambda_i\), and:

- \(J_{se}\): mean squared error (MSE) between \(W_{se}\) and \(\hat{W}_{se}\).
- \(J_{nap}\): MSE between \(W_{nap}\) and \(\hat{W}_{nap}\).
- \(J_{f0}\): MSE between \(W_{f0}\) and \(\hat{W}_{f0}\).
- \(J_{vuv}\): MSE between \(W_{vuv}\) and \(\hat{W}_{vuv}\).
- \(J_{vuv}:\) CTC loss \([23]\) between the target text transcription and the estimated one.

Details regarding architecture and training hyperparameters can be found in Table 1.

### 2.4. Waveform Reconstruction and Lipreading

The network outputs are used to reconstruct the speech waveform with the WORLD synthesis algorithm \([13]\) and to get a text transcription adopting the best path CTC decoding scheme \([23]\).

### 2.5. Evaluation Metrics

The system is evaluated in terms of perceptual evaluation of speech quality (PESQ) \([35]\) and extended short-time objective intelligibility (ESTOI) \([36]\), two of the most used measures that provide estimates of speech quality and speech intelligibility, respectively. PESQ scores are in the range from \(-0.5\) to \(4.5\) and ESTOI scores practically lie between \(0\) and \(1\). In both cases, higher values correspond to better performance.

For the systems having the VSR decoder, we also provide the word error rate (WER), a standard metric for automatic speech recognition systems. In this case, lower values correspond to better performance.

---

**Table 1: Architecture and training hyperparameters. Activation, batch normalisation and dropout omitted for brevity.**

<table>
<thead>
<tr>
<th>Input Size</th>
<th>Video Encoder</th>
<th>Spectral Envelope (SP) Decoder</th>
<th>Aperiodic Parameter (AP) Decoder</th>
<th>Voiced-Unvoiced (VUV) Decoder</th>
</tr>
</thead>
<tbody>
<tr>
<td>Layer</td>
<td>Input Channels</td>
<td>Output Channels</td>
<td>Kernel Size</td>
<td>Stride</td>
</tr>
<tr>
<td>ConvT2D</td>
<td>3</td>
<td>64</td>
<td>(7,4,4)</td>
<td>(1,2,2)</td>
</tr>
<tr>
<td>ConvT2D</td>
<td>64</td>
<td>128</td>
<td>(1,4,4)</td>
<td>(1,2,2)</td>
</tr>
<tr>
<td>ConvT2D</td>
<td>128</td>
<td>256</td>
<td>(1,4,4)</td>
<td>(1,2,2)</td>
</tr>
<tr>
<td>ConvT2D</td>
<td>256</td>
<td>512</td>
<td>(1,4,4)</td>
<td>(1,2,2)</td>
</tr>
<tr>
<td>ConvT2D</td>
<td>512</td>
<td>128</td>
<td>(1,2,8)</td>
<td>(1,1,1)</td>
</tr>
<tr>
<td>Layer</td>
<td>Input Size</td>
<td>Hidden Size</td>
<td></td>
<td></td>
</tr>
<tr>
<td>GRU</td>
<td>128</td>
<td>128</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

---

**Table 2: Systems used in this study.**

<table>
<thead>
<tr>
<th>Input</th>
</tr>
</thead>
<tbody>
<tr>
<td>w/o VSR Decoder</td>
</tr>
<tr>
<td>w/ VSR Decoder</td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>
Table 3: Results for the speaker dependent and the speaker independent cases. Best performance (except WORLD) in bold.

<table>
<thead>
<tr>
<th></th>
<th>Speaker Dependent</th>
<th>Speaker Independent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean Scores</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PESQ ↑ ESTOI ↑ WER ↑</td>
<td>PESQ ↑ ESTOI ↑ WER ↓</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Approach in [15]</td>
<td>1.82</td>
<td>1.24</td>
</tr>
<tr>
<td>Approach in [17]</td>
<td>1.71 0.329</td>
<td>1.20 0.214</td>
</tr>
<tr>
<td>vid2voc-M</td>
<td>1.90 0.455 15.1%</td>
<td>1.23 0.227 51.6%</td>
</tr>
<tr>
<td>vid2voc-F</td>
<td>1.85 0.439</td>
<td>1.19 0.202</td>
</tr>
<tr>
<td>vid2voc-F-VSR</td>
<td>1.88 0.447 14.4%</td>
<td>1.25 0.210 69.3%</td>
</tr>
<tr>
<td>WORLD</td>
<td>3.06 0.759</td>
<td>3.03 0.759</td>
</tr>
</tbody>
</table>

*WORLD indicates the reconstruction retrieved from the vocoder features of the clean speech signals and it is a performance upper bound of our systems.

3. Results and Discussion

As shown in Table 2, four systems are trained based on the input (mouth or full face) and the presence of the VSR decoder (only speech synthesis or speech synthesis and VSR).

The systems are compared with the recently proposed GAN-based approach in [17]. As an additional baseline, we also report the PESQ score for [15], since this method, which makes use of bottleneck features extracted from auditory spectrograms, outperforms [17] in terms of estimated speech quality for the speaker dependent case.

3.1. Speaker Dependent Case

Table 2 (left part) shows the speaker dependent results. We observe that our models outperform the approach in [17] in terms of both PESQ and ESTOI by a considerable margin. Vougioukas et al. [17] mention that their system produces low-power hum artefacts that affect the performance. They tried to solve the issue by applying average filtering to the output of their network, experiencing a rise of the PESQ score from 1.71 to 1.80 (not shown in Table 3), comparable to [15], but still appreciably lower than the results we achieve. However, this filtering negatively affected the intelligibility of the produced speech signals, and was not used in the final system.

Among the systems we developed (cf. Table 2), we observe that including the VSR decoder in the pipeline is beneficial for the speech reconstruction task (see Table 3). Moreover, the use of the mouth as input not only is sufficient to synthesise speech, but it also allows to achieve higher estimated speech quality and intelligibility if compared to the models that use the whole face of the speaker as input. This might be explained by the fact that handling an input with a larger dimensionality is harder if we want to keep roughly the same deep architecture with a similar number of parameters. However, when the whole face is used as input, the WER is slightly lower, indicating that there might be a performance trade-off between VSR and speech reconstruction that should be further investigated in future work in relation with other multi-task learning techniques.

3.2. Speaker Independent Case

Regarding the speaker independent scenario (cf. right part of Table 3), we observe that the performance gap between the approach in [17] and our systems is not as large as for the speaker dependent case. Although our models appear to perform slightly better than [17] in terms of ESTOI, the PESQ scores are similar. This can be explained by the fact that some speech characteristics, e.g. F0, cannot be easily estimated for unseen speakers. Since it is reasonable to think that people having similar facial characteristics (e.g. due to gender, age etc.) have similar speech characteristics (cf. [17]), where the face of a person was predicted from a speech signal), we expect that training a network with a dataset that includes more speakers might be beneficial: such a network can produce an average voice of speakers from the training set that share similar facial traits with an unseen talking face.

Among the systems we developed, the presence of the VSR decoder still gives an advantage for speech reconstruction. Unlike the speaker dependent case, the WER for the model that uses the whole face as input is higher than the system using only the mouth. This is due to the early stopping technique that we adopt, which tends to favour speech reconstruction over VSR, indicating again the trade-off between these two tasks.

Finally, Figure 2 shows the results for the vid2voc-M-VSR models by speaker. We can see that the spread of the scores is much higher for the speaker independent case in particular for WER. This is in line with the observations reported in [17], suggesting the different performance between the estimated speech of subjects whose facial traits substantially differ from the speakers in the training set and the others.

4. Conclusion

In this study, we reconstructed speech from silent videos using a deep model that estimates WORLD vocoder features. We tested our approach in both speaker dependent and speaker independent scenarios. In both cases, we were able to obtain speech signals with estimated speech quality and intelligibility generally higher if compared to a recently proposed GAN-based approach. In addition, we designed our system to simultaneously perform visual speech recognition by using a decoder that estimates CTC characters from a given video sequence.

Future work includes: (a) the adoption of self-paced multi-task learning techniques; (b) the improvement of the visual speech recognition performance, e.g. with a beam search decoding scheme; (c) the design of a system that can generalise well to unseen speakers in noncontrolled environments.
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