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Abstract

In this paper, we present a novel architecture for multi-channel speech enhancement using a cross-channel attention-based Wave-U-Net structure. Despite the advantages of utilizing spatial information as well as spectral information, it is challenging to effectively train a multi-channel deep learning system in an end-to-end framework. With a channel-independent encoding architecture for spectral estimation and a strategy to extract spatial information through an inter-channel attention mechanism, we implement a multi-channel speech enhancement system that has high performance even in reverberant and extremely noisy environments. Experimental results show that the proposed architecture has superior performance in terms of signal-to-distortion ratio improvement (SDRi), short-time objective intelligence (STOI), and phoneme error rate (PER) for speech recognition.
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1. Introduction

Speech enhancement aiming to enhance the quality of the target speech signal is crucial to improving the robustness to noise for speech recognition [1, 2]. With the development of deep learning, data-driven speech enhancement approaches have shown breakthroughs when using a single microphone. In most of single channel approaches [3, 4, 5] the speech signal is first transformed into the frequency domain, after which time-frequency (TF) masks are estimated to determine the amount of noise reduction in each TF bin. However, their performance improvements are not significant in low signal-to-noise environments because of their limitations on estimating the phase spectrum. Williamson et al. [6] estimated the TF masks in the complex domain, but it was not easy to train the network. To overcome this limitation, Wave-U-Net [7] was proposed as a time domain approach. Since the Wave-U-Net model directly estimates the clean target signal waveform, it does not need to consider the phase problem and spectral efficiency caused by the time-frequency transformation with a fixed-length analysis frame.

When multiple microphones are available, the performance of speech enhancement algorithms can be further improved because of spatially related information between the microphones [8]. Statistical approaches such as beamforming [9] and multi-channel Wiener filtering [10] first estimate the direction of arrival (DOA) between microphones, then enhance the incoming signal from the estimated source direction but attenuate interference from other directions using a linear filter [8]. Although the methods are fast and lightweight, their performance and robustness are not reliable in harsh environments. Recently, deep-learning based approaches have been introduced to the first stage of enhancement [11, 12]. In addition, end-to-end models have been designed to extract both spectral and spatial features. Examples of this approach include the Wave-U-Net model [7] and time-domain convolutional autoencoder model [13]. Since end-to-end structures only mimic the behavior of beamforming at the first layer of the encoder, their capabilities for spatial filtering should be limited by the signal-to-noise ratio (SNR) of the input signal and the number of microphones. In our preliminary experiments, we found out that this simple approach would not work in extremely low SNR conditions.

To overcome the problem, we modify the Wave-U-Net structure to process each channel separately, but utilize inter-channel information using a nonlinear spatial filter designed by a lightweight attention block. Motivated by the attention block proposed in [14], we exploit inter-channel information in a more straightforward manner which directly compares information in one channel with another. Moreover, since encoding each input channel independently helps to preserve spatial information, the output of each encoding layer can be repeatedly utilized to estimate inter-channel information.

Our contributions in this paper are three-fold. First, we propose a novel modification of the well-known Wave-U-Net architecture for multi-channel speech enhancement. It separates and encodes each channel, then interchanges information between encoded channels after each down sampling block is efficiently combined by a convolution size of one before passing to the skip connection. Secondly, we introduce a cross-channel attention block to boost network performance by effectively exploiting spatial information of multi-channel data. To the best of our knowledge, our paper is the first work proving a model’s performance in an artificial multi-channel acoustic scenario with all of the following four intricate challenges: minimum number of microphones (only two microphones with a small distance between them), varying positions of both speech and noise sources, reverberation and extremely low SNR conditions (-10 dB, -5 dB cases).

The rest of this paper is organized as follows. Section 2 gives a review of related works while section 3 describes our baseline model. Section 4 represents our proposed cross-channel attention Wave-U-Net architecture. Section 5 describes our experiment and analyses the experiment results, followed by the conclusion in the final section.

2. Related Works

With the success of deep-learning based single-channel speech enhancement approaches, much research has been done on combining models with traditional statistic-based beamforming.
algorithms. Typical works that manifest this idea include [11], [12] and [15]. The common strategy of these works is that the neural network tries to reduce single channel noise using TF masks at the first stage, after which beamforming is applied to linearly integrate the multi-channel signals. This approach not only gives better results than the pure statistical methods but also shows robustness in terms of various noisy types and SNR ranges. However, in this method, the neural network only learns the spectral characteristics of a single channel, not spatial information. To address this limitation, recent deep learning approaches have used inter-channel features as additional inputs to the network, such as generalized cross-correlation (GCC), interaural phase or level difference (IDP, ILD) [16, 17]. Although learning spectral information together with spatial features results in performance improvements, adding spatial features as the separated input makes it difficult to learn the mutual relationship between spatial and spectral information.

To handle multi-channel data, the author of Wave-U-Net proposed that the first layer of the network takes into account all input channels. A similar solution could be found in [13], in which the authors used a dilated convolution autoencoder instead of the U-Net structure. However, when handling all the input channels together, the first convolution layer only played the role of performing nonlinear channel fusion.

3. Wave-U-Net Baseline for Speech Enhancement

Wave-U-Net was originally developed for a singing voice source separation task by reconfiguring the U-Net structure [5] in the time domain. Based on an encoder-decoder structure, it introduces skip connections between the same layer in downsampling and upsampling blocks so that the high-level features of the decoding layer also include local features from the encoding later [7].

The single channel Wave-U-Net structure can be extended to a multi-channel structure if the number of channels of the input waveform signal is increased to correspond to the number of microphones. Therefore, the input shape of the multi-channel model is $T \times C$, where $T$ and $C$ are the number of audio samples and channels, respectively. The second dimension is treated as a feature map of the first convolution layer. We use this simple form of multi-channel Wave-U-Net illustrated in Fig. 1 as the baseline for the proposed model.

4. Proposed Model

In this section, we propose a cross-channel attention-based multi-channel Wave-U-Net model by modifying the baseline architecture described in Section 3. Fig. 2 illustrates the architecture of our proposed model. Although the proposed algorithm can be generalized to an arbitrary number of channels, we fix the number of channels to two for simplicity in this paper.

4.1. Encoder Structure

To provide flexibility for the processing of each channel and to explicitly utilize cross-channel relationships, the encoder processes each channel independently. Feature maps from the encoder of each channel are used as inputs to the cross-channel attention block, then are interchanged between channels. The main objective of the cross-channel attention block is to derive the relationship between two channels. Details of this block are described in subsection 4.3. At the bottleneck of the network, feature maps obtained by the encoder of each channel are concatenated, after which they are projected into one feature map using a 1-D convolution layer. When the number of channels is greater than two, one channel is chosen as a reference channel and feature maps are interchanged between the reference and other channels.

4.2. Decoder Structure

In each decoding layer, feature maps extracted from the encoding layer are fused by a 1-D convolution layer with size 1. The processing is different from the baseline structure that uses a direct skip connection between the same level layers of the encoder and decoder. The size 1 convolution has two main roles. Firstly, features from the encoder are effectively combined in an encoder-decoder structure. Secondly, this convolution helps to reduce the number of network parameters by half of the total feature map size. Details on the network parameters are summarized in Table 1 in Section 5.

4.3. Cross-channel Attention Block

In real-life situations, the target source position does not change much compared to interference ones; therefore, the time delay
between channels in the voice active region is shorter than the one in the interference region. In addition, the power of the voice active region is likely to be higher than those of noise ones even in low SNR cases. Our proposed cross-channel attention block utilizes this characteristic to emphasize voice active regions while attenuating directive interference regions. Fig. 3 illustrates a block diagram of the proposed cross-channel attention block.

$X^i_l$ is the feature map corresponding to the encoder of channel $i$. The notation $(.)^i_l$ is the indicator of the attention block located at the $l$th downsampling block. $X^i_l$ has shape $T^i_l \times N^i_l$, where $T^i_l$ and $N^i_l$ are the number of samples in the time domain and the number of feature maps at the downsampling block $l$th, respectively. At first, two feature maps are put into a 1-D convolution layer with kernel size 1, followed by a hyperbolic tangent (tanh) activation function. Inspired by works in [18] and [19], this convolution layer plays a role as a linear transformation of the input tensor into an intermediate space. On the other hand, the tanh activation bounds the input tensor to the range $[-1, 1]$, which is useful when it is used as an input to the learnable sigmoid activation function later. Afterward, the two signals are element-wise multiplied with each other. Intuitively, the multiplication operation utilizes the regions which are slowly varying in time and have high power; thus, we expect that they would be highly related to voice active regions. Next, we need the absolute value of the multiplication result to the input of the learnable sigmoid function:

$$\sigma_{\alpha,\beta}(x) = \frac{1}{1 + e^{-\alpha(x-\beta)}},$$

(1)

where $\sigma_{\alpha,\beta}$ is the sigmoid function parameterized by two parameters $\alpha$ and $\beta$. The sigmoid function works as a filter to reduce the noise components. The parameter $\beta$ controls the threshold highlighting signal whose value greater than it while attenuating signal with a smaller value. On the other hand, the parameter $\alpha$ controls the softness of the mask; a large value of $\alpha$ pushes the signal close to saturated values 0 and 1.

Afterward, the mask is transformed back to the original signal’s space by 1-D convolution with kernel size 1 and sigmoid activation. This process can be modeled as:

$$M^l = \sigma(f(\sigma_{\alpha,\beta}(|\tanh(f(X^i_1, \Phi^i_1)\odot \tanh(f(X^i_2, \Phi^i_2))|)\Phi^i_2)),)$$

(2)

where $\odot$ denotes element-wise multiplication between two matrices. $M^l \in \mathbb{R}^{T^l \times N^l}$ represents the mask and $f(X, \Phi)$ represents the 1-D convolution with kernel size 1 on the input $X$ and kernel $\Phi$. Signals from one layer after multiplying with the mask are added again to obtain the final output $A^l_i$:

$$A^l_i = M^l \odot X^i_1 + X^i_2,$$

(3)

The residual connection has two advantages. Firstly, it helps to avoid the gradient vanishing problem frequently observed when multiple layers are used. Note that multiplying feature maps with the masking values in the range $[0, 1]$ continuously reduces the value over layers. Secondly, in case the clean signal is mis-filtered out in a certain layer, this operation keeps the information so that it can still be processed in the next layers. The output $A^l_i$ of attention block corresponding to feature map $X^i_l$ of channel $i$ is “cross” concatenated to the feature map of another channel; in short, $A^l_i$ is concatenated to $X^i_2$ and vice versa.

## 5. Experiment

### 5.1. Database Setup

#### 5.1.1. Room Simulation and Noise Setup

Multi-channel data used for this experiment is generated by a spatialization of single-channel data in artificially defined room conditions. We used the image source method (ISM) [20] to calculate the room impulse response to each microphone. Pyroomacoustics library [21] was used to implement the ISM for acoustic simulation with a room geometry of 8-meters length, 8-meters width, and 3-meters height. Reverberation was included with the first reflection order. Two omni-directional microphones were fixed at the middle of the wall with 8 centimeters horizontally apart. With these setups, we established a polar co-ordinate with the pole at the middle of two microphones and the polar axis was perpendicular to the wall containing 2 microphones. The clean source was located in front of two microphones with the radial distance of 1 meter and the angle varied...
We used ADAM optimizer with learning rate 0.0001, decay rates 0.9, 0.99, and a batch size of 32. Early stopping was performed if there has been no improvement on the validation set for 20 epochs.

5.2. Network and Training Setup

Details of the network setup for our experiment are summarized in Table 1. For the baseline Wave-U-Net structure, we kept the same architecture in [7]. The proposed model contained two separate encoders for two channels as described in Section 3. To reduce the network size, we decreased the number of downsampling blocks and upsampling blocks to 10 instead of 12.

For the training setup, we trained both the baseline and proposed model using weighted signal-to-distortion (wSDR) loss [25]. Our experiments showed that the wSDR loss performed better than the mean square error (MSE) loss because it helped to compensate for the time delay of the noisy signal. We divided our data set into a training set, a validation set and a test set with approximately 30,000 utterances (30 hours), 10,000 utterances (10 hours) and 15,000 utterances, respectively. We used ADAM optimizer with learning rate 0.0001, decay rates $\beta_1 = 0.9$, $\beta_2 = 0.999$ and a batch size of 32. Early stopping was performed if there has been no improvement on the validation set for 20 epochs.

5.3. Experiment Result

We evaluated our proposed model via three objective measurements: signal-to-distortion ratio improvement (SDRi), short time objective intelligibility (STOI) and phone error rate (PER). The PER score was evaluated via the listen, attend and spell (LAS) model [26] by inputting 40-dimensional log-mel features of enhanced speech and comparing the model outputs with the ground truth labels in the TIMIT data set. The LAS model was pre-trained with two pyramidal BLSTM layers at the Listener and one attention-based LSTM layer for the AttendAndSpell module.

We compared our model with the ideal MVDR beamformer, single channel Wave-U-Net which was trained with only one channel of the multi-channel data, the baseline multi-channel Wave-U-Net with MSE loss and the baseline multi-channel Wave-U-Net with wSDR loss. Experimental results were summarized in Table 2. The proposed method shows the best performance for all the three metrics. The visualization of attention masks in Fig. 4 illustrates different mask’s behaviors at different downsampling blocks. At early layers, the masks focus on certain feature map channels. For example, at layer 1 the mask highlights the $2^{nd}$, $5^{th}$, $9^{th}$, $13^{th}$ channels of the feature map. Among 24 feature map channels of the first downsampling block shown in Fig. 5, these channels highlighted voice active region where it has high energy and small amount of noisy component. In addition, the $2^{nd}$ and $9^{th}$ channels mainly present information of the high frequency (from 3-4kHz) part of speech, which relates to the plosive sound. The $5^{th}$ and $13^{th}$ channels contain harmonic information of speech, but disregard the low-frequency noise region. At deeper layers, the shape of masks gradually changes to handle time delay related information, proving that the masks try to synchronize time delay between two channels. Masks at the $3^{rd}$ and $5^{th}$ layers are more selective in voice active region where only a few channels are highlighted. Moreover, masks of the layers containing low-frequency information such as the $7^{th}$ layer have very low value, which matches with the fact that noise power is dominated at the low-frequency region.

6. Conclusion

In this paper, we proposed a cross-channel attention-based Wave-U-Net for multi-channel speech enhancement, aiming to straightforwardly and efficiently exploit spatial information. Given the minimum number of microphones, our experimental results showed considerable improvements in terms of SDR, STOI and PER in an artificial room scenario with reverberation and extremely low SNR conditions. For future developments, we will be exploiting intra-channel temporal information by flexibly introducing recurrent layers, and re-designing input layers to address the latency issue of the model.
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