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Abstract
This paper proposes a new voice conversion (VC) framework, which can be trained with nonparallel corpora, using non-negative matrix factorization (NMF). While nonparallel VC frameworks have already been studied widely, the conventional frameworks require huge background knowledge or plenty of training utterances. This is because of difficulty in disentanglement of linguistic and speaker information without a large amount of data. This work tackles the problem by utilizing NMF, which can factorize acoustic features into time-variant and time-invariant components in an unsupervised manner. To preserve linguistic consistency between source and target speakers, the proposed method performs soft alignment between the acoustic features of the source speaker and the exemplars of the target speaker. The method adopts the alignment technique of INCA algorithm, which is an iterative method to obtain alignment of nonparallel corpora. The results of subjective experiments showed that the proposed framework outperformed not only the NMF-based parallel VC framework but also the CycleGAN-based nonparallel VC framework. The results also showed that the proposed method achieved high-quality conversion even if the number of training utterances for the source speaker was extremely limited.
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1. Introduction
Voice conversion (VC), or speaker conversion, is a technique to make someone’s utterance sound like another speaker’s with the same linguistic contents [1]. The main interest about VC studies is how to provide a mapping function of acoustic features from a source speaker to a target one. The traditional studies rely on parallel speech data, in which source and target speakers utter the same linguistic contents [2–4]. However, these methods have limited uses because of the requirements, and furthermore time-alignment errors can easily degrade the quality of conversion models. Therefore, nonparallel methods, which do not require parallel corpora, have also been widely studied.

Nonparallel VC frameworks can be roughly classified into two approaches. The first approach disentangles acoustic features into speaker and linguistic information using background knowledge. Eigenvoce conversion utilizes supervectors of Gaussian mixture models (GMMs) as speaker representation, and posteriors of mixtures as linguistic representation [5, 6]. VC systems based on variational autoencoders (VAEs) elaborate latent variables that carry linguistic information, by conditioning the VAEs with speaker representation [7]. VC frameworks based on phonetic posteriors use automatic speech recognition (ASR) systems to eliminate speaker information, and synthesizes speech in the same way as text-to-speech (TTS) systems [8]. These methods can adapt the models with small amount of data, but require huge additional background knowledge for high-quality conversion. The other approach obtains mapping functions without any additional data. INCA-based VC systems obtain alignment from nonparallel corpora, and utilize traditional parallel VC approaches [9]. CycleGAN-VC models source-to-target and target-to-source conversion simultaneously, considering whether the composite mapping is identity and converted features deceive the discriminators [10, 11]. These methods do not depend on background models, but tend to be unstable and require large amount of training data for both speakers. This is because these models concentrate on reducing losses and do not exploit linguistic consistency.

Regarding a VC system as a speech generator of a target speaker, a VC system only needs to create an acoustic model of a target speaker while preserving linguistic consistency between source and target speakers [12]. While the former nonparallel approach provides the linguistic consistency using background knowledge, the latter does not capture the essence. The goal of this paper is to obtain a linguistically consistent converter and a high-quality generator without any additional data.

To achieve the goal, this paper introduces a nonparallel training method for VC based on non-negative matrix factorization (NMF) [4]. While activation captures linguistic information in NMF-based VC systems [13], this paper focuses on another aspect that activation is equivalent to soft alignment. Based on the aspect, this paper proposes a new training method by utilizing the mechanism of INCA-based alignment algorithm. With the help of NMF’s property of sparse representation, the method is expected to precisely model a target speaker while the linguistic consistency is preserved enough.

2. Baseline frameworks

2.1. Non-negative matrix factorization
NMF is a group of algorithms to decompose a non-negative matrix into multiplication of two non-negative matrices [14]. Let \( Y \in \mathbb{R}^{N \times T} \) be a matrix to be decomposed. NMF obtains \( H \in \mathbb{R}^{K \times N} \) and \( U \in \mathbb{R}^{K \times T} \) that satisfy

\[
Y \approx HU. \tag{1}
\]

Since \( U \) has non-negative constraint, \( U \) can be used as sparse representation of \( Y \). Moreover, NMF is regarded as low-rank approximation of \( Y \) when \( N < K \) and \( N < T \).

Assuming that \( Y = [y_1, \ldots, y_T] \) is time-series data such as a spectrogram, the approximation in (1) can be rewritten as

\[
y_t \approx \sum_{n=1}^{N} h_n u_{n,t}. \tag{2}
\]

Equation (2) says that an observation \( y_t \) is decomposed into time-invariant exemplars \( h_1, \ldots, h_N \) and their time-variant in-
2.3. INCA algorithm

INCA, which stands for an iterative combination of a nearest neighbor search step and a conversion step alignment method, is an algorithm to obtain alignment, or frame-by-frame acoustic correspondence, from nonparallel utterances [9]. INCA is not a VC method but just an algorithm for alignment, and thus any parallel VC approach can be incorporated with INCA. Figure 2 shows a brief explanation of the INCA algorithm.

INCA provides alignment by iterating following three steps: conversion of source features, alignment, and training of a temporary conversion model. Let \( Y^{(s)} = [y_1^{(s)}, \ldots, y_N^{(s)}] \) and \( Y^{(t)} = [y_1^{(t)}, \ldots, y_M^{(t)}] \) be feature sequences of source and target speakers, respectively. In the conversion step, the source features are converted by \( y_{i,n}^{(s)} = f_i(y^{(s)}_n) \), where \( i \) denotes an index of the iteration and \( f_i \) is a conversion function trained at the previous iteration. On the first iteration, identity mapping is used as the conversion function \( f_0 \). Then, in the alignment step, alignment between \( p_i(n) \) and \( q_i(m) \) is obtained by the nearest neighbor method, or,

\[
p_i(n) = \arg\min_m d(y_{i,n}^{(s)}, y_{i,m}^{(t)}), \quad \text{and} \quad q_i(m) = \arg\min_n d(y_{i,n}^{(s)}, y_{i,m}^{(t)}),
\]

where \( d \) denotes a distance function such as Euclidean distance.

At the end of each iteration, a temporary conversion function \( f_{i+1} \) is trained from aligned parallel features \( [y_{i,n}^{(s)}, y_{i,m}^{(t)}]^T \) and \( [y_{i,(m)}^{(s)}, y_{i,m}^{(t)}]^T \). While the conversion is equivalent to parallel VC, a coarser mapping function is used in order to avoid overtraining.

3. Nonparallel training of NMF-based VC

While INCA provides alignment of nonparallel sequences, the quality can be affected by overtraining or undesirable local solution because of alignment without constraint. Moreover, since
INCA tries to obtain parallel features by frame-to-frame mapping from each sequence of features, the method requires as many training data as parallel methods, and imbalance of the data quantity can degrade the mapping function. On the other hand, NMF-based VC performs mapping from acoustic features to linguistic information, or a dictionary in a analogous way as ASR. Note that the speaker of the dictionary does not matter because the dictionaries are aligned, that is, linguistically consistent. In contrast to one-hot mapping in INCA, the alignment of NMF-based VC can be regarded as soft mapping from acoustic features to a dictionary as shown in Figure 3. By acquiring the soft alignment in a similar way as INCA, the proposed method constructs an NMF-based VC system with neither parallel data nor a large amount of training data while preserving linguistic consistency of dictionaries. While a sufficient amount of data is needed to construct an acoustic model for the target speaker, the only small number of utterances are required for the source speaker to retain correspondence of dictionaries.

The method consists of three steps: training of a target dictionary, estimation of activation from source features, and acquisition of a source dictionary. Figure 4 summaries the method. In the first step, a target dictionary $H^{(t)}$ is obtained by NMF. This step is regarded as acoustic modeling of the target speaker. Since the factorization is not constrained, the dictionary models the target speaker as well as it potentially can.

In the second step, an activation matrix $U$ is estimated from the source features $Y^{(s)}$. Since activation is equivalent to soft alignment, the step can be performed in the same way as INCA. Unlike INCA, NMF is applied instead of the nearest neighbor method to provide soft alignment, and matrix multiplication $X_i = H^{(t)} U_i$ is calculated to obtain corresponding target features. While $X_i$ does not represent the target speaker well, it is closer to the target than $Y^{(s)}$ because $X_i$ is in the target speaker’s space. Therefore, the trained conversion $f_i$ is capable of gradual conversion. The quality of temporary conversion can be measured by NMF divergence $D(f_i(Y^{(s)}) | X_i)$.

In the last step, a source dictionary is acquired by NMF from the source features $Y^{(s)}$ and the obtained activation $U$. In the conversion process, given features are converted using the trained dictionaries in the same way as NMF-based parallel VC.

Since the activation of the given source features is obtained in the second step, and therefore zero-shot conversion can be also performed by multiplying the target dictionary $H^{(t)}$ and the activation $U$. In that case, the source dictionary is not used. However, this paper estimates the dictionary to provide generic nonparallel VC systems.

## 4. Experiments

### 4.1. Experimental setups

In the experiments, the following systems were evaluated.

- **NP-01, NP-10**: Proposed nonparallel NMF-based VC.
- **CG-01, CG-10**: CycleGAN-VC [10], which can perform nonparallel VC without any additional data. An opensource implementation\(^1\) was used. The training utterances were same as NP-01 and NP-10.
- **PR**: Conventional NMF-based parallel VC [4]. The number of training utterances was 60, and the utterances were same as those of the target speaker in the systems NP and CG.

Japanese versatile speech corpus [16] was used as a dataset, and the selected speech data contained Voice Statistics’ phonetically balanced sentence sets. In the experiment, intra-gender (female-to-female, F2F) and inter-gender (male-to-female, M2F) systems were examined. JVS010 was selected for the target female speaker, and JVS066 and JVS054 were selected for the source speakers. In all the systems, 20 utterances were generated for evaluation. Each utterance was about 10 seconds long. The sampling frequency was 24 000 Hz. WORLD [17] (D4C edition [18]) was used for analysis and synthesis. The frame periods were 1 millisecond. Affine-DTW [19] was performed for time alignment in the system PR. The decomposed matrices were power spectrograms, and the factorization criterion was based on generalized KL divergence. In the systems NP and PR, the number of dictionaries was 200 which was fixed by preliminary experiments. The target dictionaries in the system NP and the source dictionary in the system PR were initialized by the $k$-means method in log-spectral domain. The logarithmic fundamental frequencies were linearly converted based on the means and the variances. The aperiodic parameters were not converted. As subjective experiments, preference A/B tests for naturalness and ABX tests for speaker identity were conducted. In each test, at least 25 listeners answered.

---

\(^1\)https://github.com/leimao/Voice_Converter_CycleGAN

\(^2\)https://voice-statistics.github.io/
the questions via a crowdsourcing system. The generated samples are available at https://www.gavo.t.u-tokyo.ac.jp/~hitoshi/nmfvc2020interspeech/.

4.2. Convergence of the proposed method
The convergence of NMF divergence $D(f_i(Y^{(n)}|X_i)$ was examined in the iteration step of the proposed method. For comparison, mel-cepstral distortion between $X_i$, and the natural utterances were also calculated. The distortion indicates the quality of temporary conversion $f_i$. Note that the natural utterances are not available on nonparallel conditions, and the utterances were prepared only for this evaluation.

Figure 5 shows the results. The NMF divergence and the mel-cepstral distortion similarly converged through iterations. The results show that the NMF divergence suggests the desired number of the iterations. Both distance increased slightly through more iterations, and this indicates the systems were gradually overtrained.

4.3. Subjective evaluation of conversion quality
First, the systems PR and NP-01 are compared. Figure 6 shows the results. The proposed system performed better than the conventional parallel method. As for naturalness, the parallel method can be affected by mismatches on DTW, and thus the generated utterances were oversmoothed.

Second, the systems CG and NP are compared. Figure 7 shows the results. The proposed systems outperformed the CycleGAN-VC systems. The results indicate that the proposed systems were able to utilize the small amount of training data more effectively than the CycleGAN-VC systems.

Finally, the systems NP-01 and NP-10 are compared. Figure 8 shows the results. Interestingly, more data of the source speaker provided more speaker similarity about the target speaker. This seems to be because the temporary mapping in the iteration step got more precise as the number of the source speaker’s utterances increased.

5. Conclusions
This paper proposed a new training method for NMF-based VC systems. The method is inspired by the INCA algorithm, and requires neither parallel corpora nor background knowledge. The results of subjective experiments indicated that the proposed method achieved nonparallel VC even if the amount of the source speaker’s data was small. The results also showed that the proposed method outperformed the NMF-based VC parallel framework and the CycleGAN-based nonparallel framework.

For further works, the amount of training data for a target speaker needs to be investigated. Since the method uses the data only for training of the dictionary, the amount can be smaller. The effectiveness in inter-language conversion also should be examined. The proposed method does not use explicit linguistic information, and therefore the method will be capable of conversion between languages.
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