Improving cognitive impairment classification by generative neural network-based feature augmentation
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Abstract

Early detection of cognitive impairment is of great clinical importance. Current cognitive tests assess language and speech abilities. Recently, we have developed a fully automated system to detect cognitive impairment from the analysis of conversations between a person and an intelligent virtual agent (IVA). Promising results have been achieved, however more data than is typically available in the medical domain is required to train more complex classifiers. Data augmentation using generative models has been demonstrated to be an effective approach. In this paper, we use a variational autoencoder to augment data at the feature-level as opposed to the speech signal-level. We investigate whether this suits some feature types (e.g., acoustic, linguistic) better than others. We evaluate the approach on IVA recordings of people with four different cognitive impairment conditions. F-scores of a four-way logistic regression (LR) classifier are improved for certain feature types. For a deep neural network (DNN) classifier, the improvement is seen for almost all feature types. The F-score of the LR classifier on the combined features increases from 55% to 60%, and for the DNN classifier from 49% to 62%. Further improvements are gained by feature selection: 88% and 80% F-scores for LR and DNN classifiers respectively.

Index Terms: Dementia detection, conversation analysis, speech recognition and segmentation, processing of pathological speech

1. Introduction

Dementia is a clinical syndrome affecting cognitive skills, memory, everyday functionalities, speech, language and communication. The number of people developing dementia is growing drastically. Around 850 thousand people are living with dementia in the UK and it is estimated that the figure will rise to 1.6 million by 2040 [1]. Now dementia is the leading cause of death in the country accounting for over 12 percent of total deaths. [2]. The early diagnosis of dementia is of great clinical importance. The current test capable of identifying people with a high risk of dementia are expensive and invasive (positron emission tomography (PET): exposure to radiation; amyloid analysis of the cerebrospinal fluid (CSF): lumbar puncture). Thus there is a need for an automatic, easy-to-use, low-cost and accurate stratification tool.

Speech and language abilities are routinely assessed in current cognitive tests. Recently, research into automatic assessment methods based on speech as well people’s interactive abilities have revealed promising cues for identifying cognitive decline. In particular, conversation analysis (CA) of patients and neurologists was shown to enable differentiation between patients with neurodegenerative disorder (ND) and functional memory disorder (FMD; exhibiting problems with the memory not caused by dementia) [3,4]. However, the approach is expensive and difficult to scale up for routine clinical use; our recent work has focused on automating this interaction-based assessment approach.

To this end, we have developed a fully automatic system for identifying dementia based on analysing a person’s speech and language as they speak to an intelligent virtual agent (IVA). The IVA asks a series of memory-probing questions similar to the history taking part of a normal face-to-face consultation. Initially, a number of features, routed in conversation analysis, were extracted and high accuracy levels were achieved when evaluating the system in a real memory clinic with patients diagnosed as having ND or FMD [5,6]. We then expanded our data collection to include two more diagnostic classes (healthy controls (HC), and patients with mild cognitive impairment (MCI) [7,8], and consequently changing the task from a binary decision for the classifier to a four-way classification. This naturally increases the difficulty due to the large overlap between symptoms. It also increases the need for training data to enable the training of more complex, data-hungry machine learning approaches - something which it is often difficult to obtain in sufficient quantity when working in medical domains. This paper addresses this issue by proposing a novel method for augmenting extracted features. We show that this enables us to increase performance and train deep learning based models. This approach would be applicable in similar sparse data domains.

Data augmentation is a common method for increasing the number of samples in applications involving speech processing to alleviate problems with limited data [9]. There is an increasing number of studies applying generative models such as generative adversarial networks (GANs) for data augmentation in applications such as speech synthesis [10], speech recognition [11][12], speech emotion recognition [13], speech enhancement [14], and speaker verification [15]. They almost all augment the data at the signal level. Recently we have investigated using three generative models to produce synthesized samples of features extracted from the IVA conversations [16]. The synthesized features were then added to the original features to provide more data to train a better classifier to distinguish between the four classes (FMD, ND, MCI and HC). We demonstrated how applying the approach on one fold of our dataset could improve the F-score of the DNN based classifier from 58% to 74%. We found that variational autoencoders (VAE) out-
performed the two other generative models (conditional GAN (CGAN) and VAE combined with semi-supervised GAN (VAE-SGAN)). However, this preliminary work did not verify the approach across the full set of folds, nor did it analyse the susceptibility of different feature types to the proposed approach - does GAN-based augmentation of features provide different benefits depending on the vastly different feature types used, such as acoustic, linguistic and word vector-based features?

This paper describes this extension of previous work by performing a full 10-fold cross validation on our dataset and providing an in-depth feature-based analysis. Comparing to previous work, the ASR unit of our automatic system is also improved by applying transfer learning on a base model trained on the LIBRISPEECH dataset. This affects the extracted features from the conversations. In addition, new features are extracted from the conversational data to build more robust classifiers. Feature augmentation are done for the individual feature types as well as all features combined together to allow us to analyse which feature types benefit the most from the proposed feature augmentation approach.

2. Generative models for data augmentation

Machine learning models are either discriminative or generative. For the input features, \( x \) and its corresponding label, \( y \), the discriminative models directly predict the probability of \( y \) given \( x \) \( (P(y|x)) \) by making boundaries from the features, while the generative models try to estimate the distribution of features and generate them (likelihood or probability of \( x \): \( P(x) \)). The recently introduced GANs and variational autoencoders (VAEs) are examples of generative models. The GAN model (17) consists of two main components: the generator and the discriminator. The generator produces new samples and the discriminator (a binary classifier) authenticates the samples, evaluating whether they are genuine or not. The task of the generator is to create better samples to deceive the discriminator. Both the real and the synthesised samples are fed to the discriminator. The process of calling the generator and the discriminator are repeated until the discriminator cannot distinguish the real samples from the fake samples. Generally, the structure of the generator model is the reverse network of the discriminator. Stabilising the GAN models (i.e., deciding when to stop training) and low resolution of the produced features are the main challenges when using GAN models successfully. There have been different improvements to address these issues, including conditional GAN (CGAN (13)) and semi-supervised GANs (SGAN) (forcing the discriminator to produce the labels (19)).

Autoencoders (AEs) are generative models consisting of two components: the encoder and the decoder. The encoder encodes the input samples into a dimensionally reduced (compressed) representation, while the decoder reconstructs the samples from the representations. The AEs try to reconstruct a sample as similar as possible to the real sample. In the Variational AEs (VAEs) the compressed representations of the AE are normalised and the network tries to capture the distribution of the original samples, making better samples comparable to GANs (20). GANs have been used in a number of medical applications (e.g., image segmentation task for the computed tomography (CT) cerebrospinal fluid and the fluid-attenuated inversion recovery magnetic resonance (21), classification of CT images of liver lesions (22), cancer classification using gene data (23), disease classification on X-ray images (24), emotion recognition from electroencephalography signal, eye movement and directions (25). However, very few studies have used a VAE as a generative model for data augmentation in the medical domain, where the data is often images and GANs are more suited. Here, our signal is speech and the aim is to explore the augmentation of the extracted features (acoustic, linguistic, CA, etc.) extracted from the audio conversations between the patients and the IVA. In this paper, we use a VAE as a generative model for feature augmentation, i.e., generating more data samples to train a robust classifier.

3. Experimental setup

The data was collected between 2016 and 2019 using our in-house IVA system at the Department of Neurology, University of Sheffield, UK based at the Royal Hallamshire Hospital. A total of 93 participants were recorded of which 60 (15 FMD, 15 ND, 15 MCI and 15 ND) were chosen for the study. The rest were found to not have memory problems, however, we made use of that data for training the speaker diarisation and the ASR. For more details about the demographic information of the participants in the study, please refer to (8). The data is divided into 10 folds to do k-fold cross-validation.

3.1. Speaker diarisation and ASR

Table 1 shows information about the three datasets used: IVA (93 IVA-patient recordings), LIBRISPEECH (over 5 thousand people reading books) and DR INTERVIEWS (295 doctor-patient interviews). The DR INTERVIEWS dataset is recorded at the same hospital and consists of interviews between doctors and patients with cognitive impairments, as well as conversation with people with seizure. It is only used for training the i-vector based diarisation module (the CALL_HOME recipe (26)). The LIBRISPEECH dataset was used to train a base TDNN acoustic model following Kaldi’s Librispeech recipe (27). The 10 fold cross-validation approach was used for training the diarisation and the ASR modules.

The language models for the ASRs were trained as four-grams with Turing smoothing interpolated with the four-gram language model from the LIBRISPEECH dataset (60% weight for the train set and 40% weight for the LIBRISPEECH language model). Then using the “transferring all layers” technique (28), the acoustic model was adapted to the acoustics of the IVA training set. In this approach, both the structure and the weights were transferred from the training of the LIBRISPEECH dataset. Then we ran one epoch of training on the training set data (the mini-batch size was 128 and the learning rate between 0.014 and 0.0014). One epoch was found to yield the best ASR performance. The diarisation error rate (DER) was 17.3%, and the word error rate (WER) was 25.1% (a significant improvement on previous work (16), where we achieved a WER of 38.3% by combining the DR INTERVIEWS dataset with the IVA dataset for training the acoustic model).

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>DR INTERVIEWS (295)</td>
<td>64.3h</td>
<td>39.2k</td>
<td>736</td>
<td>5.9s</td>
</tr>
<tr>
<td>IVA (93)</td>
<td>17.3h</td>
<td>5.6k</td>
<td>103</td>
<td>11.05s</td>
</tr>
<tr>
<td>LIBRISPEECH (281241)</td>
<td>961.1h</td>
<td>281.2k</td>
<td>5466</td>
<td>12.3s</td>
</tr>
</tbody>
</table>
3.2. Extended features

In our previous research, we found that the CA-inspired features, as well as lexical and acoustic features, were useful in identifying dementia. In addition to the initial features (CA, acoustic (AC), lexical (LX), word vector with PCA (WV-PCA), verbal fluency test (FT), and MFCC acoustic features) introduced in [7-16], two more sets of features were extracted: statistics (average, standard deviation, minimum, maximum and sum) of speech and silence durations per utterance (SilSP), and 384 acoustic features first proposed for the emotion detection challenge at Interspeech 2009 (IS09; 16 features and delta features of low-level descriptors (LLD) (zero-crossing-rate (ZCR), root mean square (RMS), frame energy, pitch frequency (F0), harmonics-to-noise ratio (HNR)) for each LLD [29]. The features were extracted for each utterance of the conversations and then averaged over the utterances. To extract the features the OpenSmile toolkit [20] was used. We also tried the Interspeech 2016 ComParE challenges features [31], but classification performance was inferior to IS09.

3.3. Generative model and classifiers

Previously we investigated three generative models [16] (CGAN, VAE and VAE combined with SGAN) and from our preliminary experiments, we found that VAE performed better than the others. Thus for this study, only the results of the VAE will be presented. The Keras Python library [31] back-ended by Tensorflow [33] was used for training the generative models. The encoder part of the model consisted of two dense layers with 1024 and 512 neurons respectively, followed by a latent dense layer with 20 neurons which was then normalised using a lambda function. Also LeakyReLU, and Dropout layers were added in between the dense layers to avoid overfitting. The decoder had the reverse structure except for the lambda function. The MSE loss function and the Adam optimiser were used for training the network. Two classifiers were chosen for the experiments in this study: logistic regression (LR) classifier, and DNN classifier. The Sklearn python module [13] was used for training the LR classifier (with its default parameters with a fixed random state), and the Keras for training the DNN. The DNN model consisted of four layers of 1024 neurons and the last layer of 4 neurons (for the four classes). The activation for the four layers was LeakyReLU, and for the last layer was Softmax. The Categorical Cross Entropy was used for the loss function and the Adam optimiser for the optimiser. To avoid the effect of random initialisation, the DNN classification was repeated 10 times in each experiment (the mode of the classes were used for calculating the performance of the classifier).

4. Results

4.1. Classification

For the baseline (without feature augmentation), first, the eight types of features were extracted (we refer to them as the original (ORG.) features) and then passed to the LR and the DNN classifiers to distinguish between the four classes (HC, FMD, MCI, and ND). The feature values were normalised and scaled between 0 and 1. We also combined all features (COMB.; a total number of 747 features) and repeated the classification tasks. The results of the classifiers in terms of F-score (F-s) are summarised in Table 2 and 3 (column 2) respectively. As can be seen, the results are different for the two classifiers. For the LR classifier, CA, IS09 and MFCC had better F-s than the others (53.9%, 50.7% and 41.8% respectively), while FT had the worst (22%; even less than the chance level of 25%). However, COMB. features achieved around 55% F-s (better than any of the individual feature types). For the DNN classifier, IS09, CA and WV-PCA had the three best F-s (43.9%, 42.2% and 40.2% respectively), and similarly FT reached the lowest F-s (26.7%; slightly better than chance level). Also COMB. features gained the highest F-s (49.3%). On the whole, using ORG. features, the LR classifier outperformed the DNN for both individual feature types and COMB. features.

Table 2: The LR classification results using the original features (ORG.) and augmented features (AUG.).

<table>
<thead>
<tr>
<th>Feature set</th>
<th>ORG. F-score%</th>
<th>AUG. F-score%</th>
</tr>
</thead>
<tbody>
<tr>
<td>CA (20)</td>
<td>53.9</td>
<td>47.3</td>
</tr>
<tr>
<td>WV-PCA (7)</td>
<td>36.4</td>
<td>38.6</td>
</tr>
<tr>
<td>FT (6)</td>
<td>22.0</td>
<td>40.5</td>
</tr>
<tr>
<td>LX (60)</td>
<td>39.0</td>
<td>30.4</td>
</tr>
<tr>
<td>AC (60)</td>
<td>36.0</td>
<td>29.9</td>
</tr>
<tr>
<td>SilSP (10)</td>
<td>30.2</td>
<td>33.8</td>
</tr>
<tr>
<td>MFCC (200)</td>
<td>41.8</td>
<td>37.3</td>
</tr>
<tr>
<td>IS09 (384)</td>
<td>50.7</td>
<td>48.1</td>
</tr>
<tr>
<td><strong>COMB. (747)</strong></td>
<td><strong>54.9</strong></td>
<td><strong>59.8</strong></td>
</tr>
</tbody>
</table>

Then, the ORG. features were passed to the generative model and the augmentation processes were repeated 24 times. The augmented features were given to the LR and the DNN classifiers. The results of the classification are in Table 2 and 3 (column 3) respectively. Augmentation on the LR classifier only improved the F-s for some feature types, namely the FT, WV-PCA, and SilSP features (22% to 40.5%, 36.4% to 38.6%, and 30.2% to 33.8% respectively), however, overall, the COMB. features increased the F-s from 54.9% to 59.8%. The augmented features (AUG.), improved the DNN results significantly: all the individual feature types except for IS09 (with a slight drop from 43.9% to 43.8%), gained better F-s, and the COMB. features achieved the highest F-s of 62%.

To show the effect of feature augmentation on the classifiers for the individual classes, the confusion matrix (CM) of the classifiers were drawn. Figure 1 compares the CM of the LR classifier using COMB. ORG. features (left) to COMB. AUG. features (right). The LR ORG. classifier could correctly identify 60% (9/15) of the ND and HC groups, and 53% (8/15) of the FMD group. The most confusion was seen for the MCI class (33% wrongly identified as ND, 13.3% as MCI, and 6.7% as FMD). The LR AUG. classifier, however, could improve the correct identification of the three groups by 6.7% (ND and HC from...
The DNN classification results using the original (ORG.) and augmented features (AUG.):

<table>
<thead>
<tr>
<th>Feature set</th>
<th>ORG. F-score %</th>
<th>AUG. F-score %</th>
</tr>
</thead>
<tbody>
<tr>
<td>CA (20)</td>
<td>42.2</td>
<td>45.9</td>
</tr>
<tr>
<td>WV-PCA (7)</td>
<td>40.2</td>
<td>40.8</td>
</tr>
<tr>
<td>FT (6)</td>
<td>26.7</td>
<td>29.4</td>
</tr>
<tr>
<td>LX (60)</td>
<td>31.3</td>
<td>41.2</td>
</tr>
<tr>
<td>AC (60)</td>
<td>31.0</td>
<td>33.4</td>
</tr>
<tr>
<td>SilSP (10)</td>
<td>32.0</td>
<td>37.5</td>
</tr>
<tr>
<td>MFCC (200)</td>
<td>38.1</td>
<td>42.7</td>
</tr>
<tr>
<td>IS09 (384)</td>
<td>43.9</td>
<td>43.8</td>
</tr>
<tr>
<td>COMB. (747)</td>
<td>49.3</td>
<td>62.0</td>
</tr>
</tbody>
</table>

60% to 66.7%, and MCI from 46.7% to 53.3%), while the performance stayed the same for the FMD group. Figure 2 shows the CM for the DNN classifier using COMB. ORG. features (left) vs. COMB. AUG. features (right). Similarly, MCI group had the highest confusion (26.7% as ND and FMD, 20% as HC) for the DNN classifier on all the original features. The augmentation process could improve correct identification of MCI by 26.7%, ND by 13%, and HC by 6.7% (FMD stayed the same). That is, the majority of the improvement seen by augmenting the features comes from improvements in performance for the class that had the lowest performance beforehand.

4.2. Feature selection

The recursive feature elimination (RFE) and cross-validation feature selection (from the Sklearn python module) were used. The toolkit, however, provides the approach only for the conventional classifiers including the LR, not for DNNs. Using the RFE on the LR, the top features were extracted for both the original (RFE (ORG.)) and the augmented features RFE (AUG.) (105 and 19 features respectively). The top 105 RFE (ORG.) features contained features from across all of the individual feature types, however, for the RFE (AUG.), the top 19 contained only features from 5 feature type groups: CA, LX, SilSP, MFCC, IS09. The full set of RFE (AUG.) features are listed in Table 4.

The classification tasks were repeated using RFE (ORG.) and RFE (AUG.) features and the results are summarised in Table 5. The LR classifier using RFE (ORG.) features achieved F-s 81% and with AUG. features improved to 88.3%, while the DNN gained F-s 77.5% and 80% respectively. Figure 3 shows the CM of the LR classifier on RFE (AUG.) that could identify correctly 93% of MCI (the highest improvement compared to

Table 3: The DNN classification results using the original (ORG.) and augmented features (AUG.).

Table 4: The top RFE (AUG.) 19 features.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Feature names</th>
</tr>
</thead>
<tbody>
<tr>
<td>CA</td>
<td>Avg-NoOfTopicsChanged</td>
</tr>
<tr>
<td>LX</td>
<td>Sum-OtherPartOfSpeech</td>
</tr>
<tr>
<td>SilSP</td>
<td>Max-Silence</td>
</tr>
<tr>
<td>MFCC</td>
<td>Avg-MFCC-20, Avg-MFCC-40, Min-MFCC-6, Sum-MFCC-22</td>
</tr>
<tr>
<td>IS09</td>
<td>Linregc1-MFCC-4, Linregc1-MFCC-6, Skewness-MFCC-10, Mean-MFCC-11, Linregc1-MFCC-12, Min-ZCR-A, MinPos-ZCR-A, Min-VoiceProb-A, Skewness-MFCC-Δ-1, Kurtosis-MFCC-Δ-8, Linregc2-MFCC-Δ-12, Mean-F0-Δ</td>
</tr>
</tbody>
</table>

5. Conclusions

We have shown that feature based augmentation using VAE boosts the performance of both LR and DNN classifiers. Analysis showed that for the LR this improvement was only seen for some feature types (more conceptual features), for the DNN almost all individual feature types benefited from the proposed feature augmentation method. Furthermore, augmentation for all features combined, gained the most improvements for the two classifiers. Augmentation even improved the F-score of the classifiers after applying a feature selection approach. In future work, we will focus on improving the DNN structure and the generative model, as well as the feature selection technique for the DNN classifier.
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