Automatic scoring at multi-granularity for L2 pronunciation
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Abstract

Automatic pronunciation assessment and error detection play an important part of Computer-Assisted Pronunciation Training (CAPT). Traditional approaches normally focus on scoring of sentences, words or mispronunciation detection of phonemes independently without considering the hierarchical and contextual relationships among them. In this paper, we develop a hierarchical network which combines scoring at the granularity of phoneme, word and sentence jointly. Specifically, we achieve the phoneme scores by a semi-supervised phoneme mispronunciation detection method, the words scores by an attention mechanism, and the sentence scores by a non-linear regression method. To further model the correlation between the sentence and phoneme, we optimize the network by a multitask learning framework (MTL). The proposed framework relies on a few sentence-level labeled data and a majority of unlabeled data. We evaluate the network performance on a multi-granular dataset consisting of sentences, words and phonemes which was recorded by 1,000 Chinese speakers and labeled by three experts. Experimental results show that the proposed method is well correlated with human raters with a Pearson correlation coefficient (PCC) of 0.88 at sentence level and 0.77 at word level. Furthermore, the semi-supervised phoneme mispronunciation detection achieves a comparable result by F1-measure with our supervised baseline.

Index Terms: Pronunciation assessment and error detection, multi-granular, multitask learning, hierarchical network, attention

1. Introduction

Non-native speakers are heavily influenced by their own native tongue (L1) when learning the target language (L2). The common approach to tackle this problem is through Computer-Assisted Pronunciation Training (CAPT). A system for CAPT should not only provide an overall pronunciation assessment but also detailed feedback on pronunciation error for language learners [1].

Features used for pronunciation assessment and error detection are usually extracted from the hidden Markov model (HMM) of an automatic speech recognizer. HMM likelihood, posterior probability and pronunciation duration features were proposed for pronunciation assessment in [2]. A variation of the posterior probability ratio called the Goodness of Pronunciation (GOP) [3] was proposed for pronunciation evaluation and error detection [4, 5]. GOP was further optimized based on deep neural network (DNN) to improve the accuracy of phoneme mispronunciation detection [6]. With the development of deep neural network, the feature learning and pronunciation assessment or error detection can be optimized jointly. Long short-term memory recurrent network (LSTM) was adopted to extract feature representations for features such as speech attributes and phone features for mispronunciation detection and pronunciation assessment [7, 8]. A convolution neural network (CNN) was used to extract features for pronunciation error detection based on the MLP classifier [9]. A Siamese network was developed to extract features of distance metrics at the phone instance level for pronunciation assessment [10]. Other methods such as APM (acoustic-phonemic model) calculated the phone-state posterior probabilities from acoustic features and phonetic information based on DNN to generate the recognized phoneme sequence for phoneme mispronunciation detection [11, 12].

These systems focus on improving either the pronunciation evaluation or error detection independently. To provide L2 learners an overall pronunciation assessment, methods for scoring at multi-granularity levels are required. Some systems combined global evaluation and detailed feedback together [13]. It provided multi-granular pronunciation feedback of word and sentence independently. However, phoneme, word and sentence are not independent of each other and the larger granularity such as sentence or word contributes to contextual facilitation effects for the smaller one such as word or phoneme [14, 15].

In this paper, we propose a hierarchical network to score at multi-granularity jointly considering the structure of both sentence and word. The contextual dependence among phoneme, word and sentence is modeled by particular mechanisms between layers of the hierarchical network. To further capture the correlations of sentence and phoneme, an MTL framework is proposed to combine the semi-supervised phoneme mispronunciation detection and sentence scoring. In section 2, we will introduce the proposed network. The experiments are conducted in section 3. We will draw the conclusions and future suggestions in section 4.

2. Proposed method

We propose a hierarchical network for L2 language learners’ pronunciation error detection and evaluation. The network is composed of three layers: phoneme, word and sentence layer. The phoneme layer accepts phoneme features and provides outputs for the word layer as well as an auxiliary phoneme mispronunciation detector. The word layer utilizes the information from the phoneme layer to calculate word scores based on individual phoneme contributions. The word scores are then fed into the third sentence layer to obtain the final sentence score. The whole network shares the phoneme feature representation and is optimized by MTL which combines the main scoring task and the auxiliary phoneme mispronunciation detection task. Figure 1 shows the proposed network. We demonstrate the whole system in the following sections in detail.
2.1. Feature representation

GOP is used as one feature for our proposed network. GOP score is defined as Eq. (1) [3]:

$$GOP(p) = \log \frac{P(p|o)}{NF(p)} = \log \frac{P(o|p)P(p)}{\sum_{o' \in Q} P(o'|p)P(p)}$$

(1)

where $P(p|o)$ is the probability of phoneme $p$ given pronunciation $o$ and $Q$ represents all possible phonemes corresponding pronunciation $o$. $NF(p)$ is the pronunciation frames of phoneme $p$ and $P(p)$ is prior probability of phoneme $p$.

To calculate GOP, the phonemes of utterances are forced-aligned first by a Kaldi-based Automatic Speech Recognition (ASR) system [16].

Other features affecting pronunciation are taken into account. First, the phoneme pronounces differently depending on its positions in the word [17]. We denote phoneme positions by ‘B’, ‘T’, ‘E’, ‘S’, which represent the beginning, middle, ending positions in a word as well as single-phoneme words. Second, as vowels and consonants are of different importance in a word [14], we use ‘C’ and ‘V’ to represent phoneme classes of consonants and vowels separately. We also employ independent numerical representations for each phoneme. We encode these phoneme properties into numerical vectors which are called positional, phonetic class and phonetic embedding. We combine these feature representations with phoneme GOP as input of phoneme layer.

2.2. Semi-supervised learning on phoneme layer

As labeling phoneme mispronunciation is a time-consuming and labor-intensive task [18], we conduct phoneme mispronunciation detection based on a semi-supervised learning mechanism. Assuming native speakers’ pronunciation as perfect, most native speakers’ pronunciation can be regarded as positive samples. Phoneme mispronunciation detection problem can be converted into positive and unlabeled learning problem. Some studies are related to positive and unlabeled learning problem. There is extensive research related to this particular positive and unlabeled learning problem. The method [19] converted the problem into a positive negative learning problem. It proved these two problems can be convertible with a constant factor difference. The method [20] took unlabeled data as a combination of positive samples and negative samples.

In an L2 learners’ dataset, the GOP usually varies within a specific range for each phone and lower GOP values can be regarded as negative samples. The problem can then be converted to a negative and unlabeled learning problem. The proposed method [21] combined positive unlabeled (PU) and negative unlabeled (NU) learning and proved the combined method can reduce the generalization error bound and risk variance. The PUNU learning loss function can be defined in Eq. (2):

$$R^\gamma_{PUNU}(g) = (1 - \gamma)R_{PU}(g) + \gamma R_{NU}(g)$$

(2)

where

$$R_{PU}(g) = \theta_P E_P[l(g(x), 1)] + E_U[l(g(x), -1)] - \theta_P E_P[l(g(x), -1)]$$

(3)

and

$$R_{NU}(g) = \theta_N E_N[l(g(x), 1)] + E_U[l(g(x), 1)] - \theta_N E_N[l(g(x), 1)]$$

(4)

where $g$ is an arbitrary decision function and $l$ is the loss function where the value $l(t, y)$ means the loss incurred by predicting an output $t$ when the ground truth is $y$. $E_P$, $E_U$ and $E_N$ denote the loss expectation over labeled, positive, negative class marginals, respectively. $\theta_P$ and $\theta_N$ represent class-prior probability of positive and negative samples. $\gamma$ varies between...
0 and 1 and denotes balanced weights between positive unlabeled and negative unlabeled loss. In our mispronunciation detection task, positive and negative samples indicate phonemes with correct and wrong pronunciation.

In our PUNU learning framework, we take native pronunciation as positive samples, L2 learners’ pronunciation with low GOP values as negative samples, and the rest L2 pronunciation as unlabeled data. The final mispronunciation detection subnetwork is optimized by the aforementioned PUNU learning loss function.

2.3. Attention based learning on word layer

The word layer takes results from phoneme layer to calculate word scores. Each word consists of one or more phonemes, and each phoneme in a particular word makes different contributions to the final word score. For example, phoneme ‘o’ mispronounced in the word dog usually contributes more to the word score than the phoneme ‘g’ depending on the context. This concept can be implemented by the attention mechanism which has gained popularity in training neural network [22, 23]. In our word scoring layer, we assign different weights for each phoneme in the word. This yields,

$$U_p = \tanh(w \ast O_p + b)$$

(5)

$$\alpha_p = \frac{\exp(U_p^T U_w)}{\sum_{q \in w} \exp(U_q^T U_w)}$$

(6)

$$S_w = \sum_{p \in w} \alpha_p O_p$$

(7)

where $O_p$ is the score of phoneme $p$. $w$, $b$ are the trainable weights and biases of word layer. $U_w$ is a randomly-initialized vector which can be taken as a memory unit of the word context. We measure the importance of phoneme in a word based on the similarity between $U_w$ and the transformed phoneme score, and then normalize the results as shown in Eq. (6). Finally, we compute the word score as a weighted sum of phoneme scores in Eq. (7).

2.4. Multitask learning on sentence layer

The sentence layer takes output from the word layer to calculate the final sentence score. As sentence is composed of words, each word in a sentence can made different contributions to the sentence score depending on word attributes such as the part-of-speech (POS) tagging and the number of phonemes in a word [24]. Word layer outputs, word lengths, and POS tagging are combined as the input features to fit expert scores by a non-linear regression method.

To further model the relationship between the phoneme and sentence, we apply an MTL framework to the pronunciation scoring task by combining the phoneme mispronunciation detection and sentence pronunciation scoring tasks. The MTL is also a good solution when there are multiple related tasks with limited training samples for each [25]. Taking phoneme mispronunciation detection as an auxiliary task, we combine these two tasks by the MTL framework. Specifically,

$$L_{total} = (1 - w) \times L_{sent} + w \times L_{phoneme}$$

(8)

where $L_{sent}$ is the mean square error loss of the sentence scoring and $L_{phoneme}$ is the aforementioned PUNU loss. $w$ is a constant value balancing these two tasks.

3. Experiments

3.1. Introduction of datasets

The corpus consists of 22,998 English utterances read by 1000 Chinese speakers with ages evenly distributed from 16 to 20 years and the Timit dataset [26]. The total numbers of sentence, word scoring and phoneme mispronunciation labeling are 8998, 4000, and 10000 utterances, respectively. The average number of words in sentence scoring is 13, and the total number of phonemes in mispronunciation labeling is 99568. Three experts rated word and sentence score on a scale of 1-5 with 1 representing hardly understandable pronunciation and 5 representing native-like pronunciation. The averaged inter-rater correlations at the sentence and word levels, which are calculated by PCC between scores of one rater and average scores of the rest raters, are 0.78 and 0.76. By averaging scores from three experts, we obtain sentence and word scores ranging from 1 to 5. Phoneme mispronunciation was voted by three experts, and a phoneme is treated as mispronounced with two or three votes. The inter-rater labeling consistency of phoneme mispronunciation is evaluated at Kappa, which is calculated by averaging any two raters on 1000 sentences randomly chosen, and the final value is 0.65 with the 95% confidence interval (0.647, 0.653) and p-value less than 0.1%, indicating a fairly good quality of labeling.

The training data of our experiments is composed of 7998 sentences of non-native speakers with labeled scores and 5000 sentences of native speakers without scores. The testing data composed of three parts: 4000 utterances with 39808 phonemes labeled, 1000 scored words and 1000 scored sentences. The testing data of phoneme mispronunciation is based on Carnegie Mellon University (CMU) Pronouncing Dictionary composed of 39 different phonemes [27]. The percentage of phonemes labeled as mispronounced is about 14%. The distribution of phoneme mispronunciation is shown in the Figure 2. The x-axis shows CMU phonemes and the y-axis represents the number of the corresponding phoneme. The upper white bar is the number of mispronounced phoneme while the lower black bar is the number of phonemes with correct pronunciation. The number shown above each bar is the mispronounced ratio of the particular phoneme.

![Figure 2: The distribution of manual phoneme mispronunciation](image)
corresponding score range.

Figure 3: The distribution of human sentence and word scores

Table 1: Sentence comparison between the BLSTM and ours

<table>
<thead>
<tr>
<th>Model</th>
<th>MSE</th>
<th>PCC</th>
</tr>
</thead>
<tbody>
<tr>
<td>2BLSTM+MLP</td>
<td>0.033</td>
<td>0.83</td>
</tr>
<tr>
<td>Ours (STL)</td>
<td>0.031</td>
<td>0.85</td>
</tr>
<tr>
<td>Ours</td>
<td>0.030</td>
<td>0.88</td>
</tr>
</tbody>
</table>

PCC and MSE comparison results are shown as Table 2. The results indicate our model also performs well at the word level, given only the sentence labeled data. Despite the higher MSE of our model, the higher PCC compared with the BLSTM demonstrates that our system can capture human scoring trend well even with noisy labeled data. The 2% gap between BLSTM and Ours (SL) show the superiority of attention mechanism over BLSTM.

Table 2: Word comparison result

<table>
<thead>
<tr>
<th>Model</th>
<th>MSE</th>
<th>PCC</th>
</tr>
</thead>
<tbody>
<tr>
<td>BLSTM+MLP</td>
<td>0.033</td>
<td>0.72</td>
</tr>
<tr>
<td>Ours (SL)</td>
<td>0.033</td>
<td>0.74</td>
</tr>
<tr>
<td>Ours</td>
<td>0.042</td>
<td>0.77</td>
</tr>
</tbody>
</table>

3.2. Performance of overall network

We evaluate the overall network from three perspectives: sentence, word and phoneme. The performance of sentence score and word scores is evaluated by PCC. Following previous work [8, 12], the phoneme mispronunciation detection performance is evaluated by F-measure, false rejection rate (FRR) and false acceptance rate (FAR).

3.2.1. Performance of sentence score

The baseline model consists of two BLSTMs followed by a multilayer perceptron (MLP) layer with the standard logistic sigmoid activation function (2BLSTM + MLP) [7]. The first BLSTM takes the phone GOP as well as the phonetic positioning, phonetic class (vowel or consonant) and phonetic embeddings same as our model’s input. The outputs of the last hidden units are concatenated as input for the next BLSTM. Additionally, word properties including word POS tagging and lengths are fed to the second BLSTM. Then the MLP is applied over the concatenated representations from the second BLSTM to obtain the sentence score. To demonstrate the effect of multitask learning for sentence scoring, we compare results of MTL with the same proposed network optimized only by the sentence evaluation task (Ours (STL)).

We compare results from two perspectives: the mean squared error (MSE) and PCC. The sentence results are shown in Table 1. Though the BLSTM model obtains comparable MSE as our proposed model, it has an PCC lower by 2%, indicating our system correlated better with human ratings. Furthermore, the 3% gap between STL and MTL show that MTL can improve the performance of sentence scoring.

3.2.2. Performance of word score

We compare the result with the same proposed network without sentence scoring layer which is trained with 3000 labeled word data in a supervised way (Ours (SL)). The result is further compared with the aforementioned BLSTM network with the second BLSTM removed (i.e., BLSTM + MLP). The word

3.2.3. Performance of phoneme mispronunciation detection

The baseline is achieved by utilizing the phoneme layer in our proposed network optimized in a supervised way (Ours (SL)) based on 6000 utterances with 59760 phonemes mispronunciation labeled. The results are shown in Table 3. The proposed method based on semi-supervised learning is only a little inferior to the supervised by 2% in F-measure and FAR and 0.1% in FRR, given no additional phoneme labeled data. The results also show 35% absolute gap between FRR and FAR, which is caused by low recall of mispronunciation detection. Nevertheless, we should pay more attention to FRR than FAR as high FRR may discourage L2 learners.

Table 3: Comparison between the baseline and ours

<table>
<thead>
<tr>
<th>Model</th>
<th>Precision</th>
<th>Recall</th>
<th>F1</th>
<th>FRR</th>
<th>FAR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ours (SL)</td>
<td>0.65</td>
<td>0.62</td>
<td>0.63</td>
<td>0.0169</td>
<td>0.378</td>
</tr>
<tr>
<td>Ours</td>
<td>0.64</td>
<td>0.59</td>
<td>0.61</td>
<td>0.0171</td>
<td>0.40</td>
</tr>
</tbody>
</table>

4. Conclusion

In this paper, we propose an automatic scoring method at multi-granularity levels for L2 learners. A hierarchical network is developed with the consideration of hierarchical and contextual influence among phoneme, word and sentence. The sentence scoring and semi-supervised mispronunciation detection of phoneme are combined by an MTL framework. Experimental results show the system correlates well with human raters at sentence and word levels. Meanwhile, a comparable performance is achieved in phoneme mispronunciation detection even without a large amount of labeled data. In the future, we will focus on the improvement of phoneme detection task to obtain better pronunciation error feedback for L2 learners.
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