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Abstract

Multi-speaker tracking using both audio and video modalities is a key task in human-robot interaction and video conferencing. The complementary nature of audio and video signals improves the tracking robustness against noise and outliers compared to the uni-modal approaches. However, the online tracking of multiple speakers via audio-video fusion, especially without the target number prior, is still an open challenge. In this paper, we propose a Generalized Labelled Multi-Bernoulli (GLMB)-based framework that jointly estimates the number of targets and their respective states online. Experimental results using the AV16.3 dataset demonstrate the effectiveness of the proposed method.

Index Terms: multi-speaker tracking, 3D, audio-visual fusion, GLMB filter

1. Introduction

Speaker tracking has attracted increasing attention in the past few decades due to its wide applications in the fields of video conferencing, surveillance and human-robot interaction [1, 2]. It is a temporal process of identifying and determining the kinematic state of each speaker (e.g., the position and the velocity) given noisy, incomplete or cluttered measurements of different modalities. To date, audio and video are the most popular modalities due to the low cost and convenient installation of microphones and cameras [3]. However, either modality faces respective challenges. The performance of the traditional visual trackers are degraded with target occlusions, limited camera’s Field-of-View (FoV) and illumination changes [4, 5, 6], whereas the audio trackers are affected by intermittent voice activities, background noise, and strong room reverberation [7, 8, 9]. Therefore, an audio-visual tracker with the capability of exploiting the complementarity of both modalities is highly demanded, especially under challenging and rapidly-varying scenarios [10, 11].

A number of audio-visual trackers have been proposed in the literature [11, 12, 13, 14, 15, 16], based on various Bayesian filters, viz. the Kalman Filter (KF) [12, 13], Particle Filter (PF) [11, 14, 15] and Probability Hypothesis Density (PHD) filter [16]. Among these trackers, the KF provides an efficient analytic solution that approximates the target posterior density with the first and second moments, i.e., mean and covariance. However, due to the assumptions of linear motion and a Gaussian distributed measurement noise model, KF is not the optimal choice for real-world applications. An alternative to KF, PF is not limited by linear and Gaussian constraints, and hence obtained more popularity. It approximates the Probability Density Function (PDF) of the target using a group of weighted particles where the target is estimated to be located at the maximum likelihood expectation. However, most PF solutions assume a known and constant number of targets and often require a track management stage otherwise. This can be restrictive in practice. The PHD belongs to a family of Multiple Object Tracking (MOT) filters that propagate the multi-speaker PDF based on the Random Finite Set (RFS) theory. Compared to PF, it provides an analytic solution for tracking an unknown and varying number of targets. However, as the earliest RFS-based member, the PHD does not automatically track the identities of targets.

The GLMB filter is one of the most recent members in the RFS-based tracker family. It not only provides an elegant closed-form solution to the MOT [17, 18], but also jointly tracks the identity of each target. It has lately been successfully implemented in multi-speaker state-filtering using either audio features [19, 20] or video features [5]. However, to our best knowledge, the exploration of the GLMB in joint audio-visual tracking has not yet been found in the literature, despite its advantages. Therefore in this paper, we implement the GLMB framework for the joint audio-visual tracking, which we refer to as the Audio-Visual Tracking with the Generalized Labelled Multi-Bernoulli (AV-GLMB). The resulting AV-GLMB produces a unique label for each tracked speaker without requiring the a priori knowledge of the number of speakers over time. Adaptations to the standard GLMB framework are necessary, which we will provide later in the paper.

2. Problem Formulation

As shown in Fig.1, given the synchronized audio signals \(a_{1,t}\) and the set of GCC-PHAT \(\gamma_t\), we aim to find the 3D location \(\Omega_t\) of each speaker \(i \in I_t\) at time \(t\), where \(I_t\) is the set of speakers at \(t\). In existing works [11, 13, 12, 14, 15], \(I_t\) is often assumed known a priori and constant. However, in what follows, we show that the proposed method does not require such prior knowledge. The system consists of two stages, i.e., the AV measurements, and the AV-GLMB filter.

![Figure 1: Block diagram of the proposed AV-GLMB tracker.](image-url)

Notations: \(v_t\): video images; \(a_t\): audio signals; \(B_t\): set of face detection bounding boxes at time \(t\); \(C^v_t\): the set of GCC-PHAT; \(O^v_t\), \(O^a_t\): the set of audio and video measurements respectively; \(X_t\): the set of target 3D positional and identity state estimates.)
3. Audio-visual Measurements

We first extract the AV measurements from the audio signals and video images (see Fig.1). In this paper, all audio and visual measurements are in the 3D space.

3.1. Audio Measurement

Speaker localization methods can be mainly divided into three classes: the Time Difference of Arrival (TDoA)-based method, the energy ratio-based method and the learning-based method [9]. We use Generalized Cross Correlation with Phase Transform (GCC-PHAT) to estimate TDoA due to its higher robustness to environmental noise and room reverberation [21] and the energy ratio-based method and the learning-based method [21].

In this paper, all audio and visual measurements originate from a sound source at a generic 3D position $\mathbf{p}$. The proposed AV-GLMB filter consists of different 3D TDoA measurements, and produces target estimates. As shown in Fig.1, the proposed AV-GLMB filter consists of different 3D TDoA measurements, and produces target estimates. (For de-notation simplicity, we drop the subscript $t$ hereafter.)

4.2. AV-GLMB Recursion: Update

If the current RFS prediction density is a $\delta$-GLMB of the form (4), using the current AV measurements $\mathbf{Z}_t$, we update the posterior density $\pi(X) = \pi(I)\pi(\mathbf{Z}_t|\mathbf{Z}_{t-1})\pi(\mathbf{Z}_t|\mathbf{Z}_{t-1})\pi(\mathbf{Z}_{t-1})$ via the prediction step (5).

4. AV-GLMB Tracker

As shown in Fig.1, the proposed AV-GLMB filter consists of the prediction (with the adaptive birth model) and update recursions. It is fed with the AV measurements, and produces target state estimates.

4.1. Labeled RFS

First we define the AV-GLMB random finite set (RFS) $X = \{x_i, \ell_i\} | i \in \mathbb{N}$ as a labeled RFS with state space $X$ and label space $\mathcal{L}$, where the labels are unique, i.e., $\ell_i \neq \ell_j$, $\forall i \neq j$. Its probability density in the $\delta$-GLMB form is given as [17]:

$$\pi(X) = \Delta(X) \frac{\omega^{(I,\ell)}(\mathbf{Z}_t|\mathbf{Z}_{t-1})}{\pi((\mathbf{Z}_0|\mathbf{Z}_{t-1})\pi(\mathbf{Z}_{t-1})\pi(\mathbf{Z}_t)}$$

where $\omega^{(I,\ell)}(\mathbf{Z})$ is the probability of the hypothesis $(I, \ell)$, $I$ is a set of labels, $\ell$ is a label, and $\Delta(X)$ is the label indicator function.

4.3. AV-GLMB Recursion: Prediction

If the current RFS filtering density is a $\delta$-GLMB of the form (4), the prediction density to the next time is a $\delta$-GLMB given as [18]:

$$\pi(X_{t+1}) = \Delta(X_{t+1}) \frac{\omega^{(I+\ell)}(\mathbf{Z}_{t+1}|\mathbf{Z}_{t})}{\pi((\mathbf{Z}_0|\mathbf{Z}_{t})\pi(\mathbf{Z}_t)}$$

where $\omega^{(I+\ell)}(\mathbf{Z})$ is the probability of the hypothesis $(I+\ell)$, $I$ is a set of labels, and $\Delta(X)$ is the label indicator function.
where standard deviations of $\omega^{(i,\ell)}_+$ and $p^+_c(x, \ell)$ can be found in [18].

The standard implementation of GLMB assumes known target birth distributions, which can be restrictive. Here we use an adaptive birth model as detailed in [25]. The probability density of the new-born labeled multi-Bernoulli RFS is:

$$\pi_B(X_k+) = \Delta(X_k) w_B(L(X_k+)) [p_B]^{X_k+}$$  \hfill (11)

where

$$w_B(I) = \prod_{i \in B} \left( 1 - r_B^{(i)} \right) \prod_{\ell \in I} \frac{1}{1 - r_B^{(\ell)}}$$  \hfill (12)

Meanwhile, the new-born likelihood for each measurement $z \in Z$ can be formulated as:

$$r_B(z) = 1 - \sum_{(I, \xi) \in P(\Omega)|z \in \xi} \sum_{c \in I} 1_{x_c}(z) \omega^{(I,\xi,\theta)}(z)$$  \hfill (13)

where $\omega^{(I,\xi,\theta)}$ is given in (10), and the inclusion function here indicates if the measurement $z$ has been assigned to a target by any of the updated hypotheses. It can be seen from (13) that, a measurement that has been used in all hypotheses cannot initiate a new-born target ($r(z) = 0$), while for measurements that have not been assigned to any of the targets, the new-born likelihood is 1.

In (12), the existence probability of the adaptive birth at the next time depends on its new-born likelihood obtained from current time, i.e.,

$$r_B(z) = \min \left( r_{B_{\max}}, \lambda_B \frac{r_B(z)}{\sum_{c \in Z} r_U(z)} \right)$$  \hfill (14)

where $\lambda_B$ is the expected number of target births at the next time, and $r_{B_{\max}} \in [0, 1]$ is the maximum existence probability of a new-born target to ensure that the resulting $r_B(z)$ does not exceed 1 when $\lambda_B$ is too large. Here we choose $\lambda_B = 0.5$ and $r_{B_{\max}} = 0.15$ empirically.

Since both the audio and visual measurements fall in the 3D space, and we are interested in the kinetic states, the same state transition function is used for each dimension. The survival rate for each state is $p_S(x, \ell) \equiv 0.65$ in this paper. We choose the Langevin model [7, 26, 27], which is also a first-order Markov process, i.e.,

$$f(x_+^d | x_0^d, \ell) = \begin{cases} 1 & \text{if } t_\Delta = 0 \\ \frac{t_\Delta}{\sqrt{1 - e^{-2\sigma_2/\sigma_2}}} & \text{otherwise} \end{cases} \cdot \frac{0}{\sqrt{1 - e^{-2\sigma_2/\sigma_2} t_\Delta}}$$  \hfill (15)

where $x_+^d = [o_+^d, o_+^d]_T$, $o_+^d$ is the velocity of speaker at $o_c$, and $d = 1, 2, 3$ is the dimension index. $t_\Delta = 0.04s$ is the step time, $w_a \sim N(0; \sigma_a^2)$ follows the normal distribution. Model parameters $\beta_a = 0.5s^{-1}$ and $\sigma_a = 0.2m/s$ are respectively the rate constant and the steady-state root-mean-square velocity for the random motions of speakers.

5. Numerical Results

5.1. Implementation Details

The proposed AV-GLMB tracker is tested on the AV16,3 dataset [28], which provides the audio signals captured by two 8-element circular microphone arrays (20cm diameter), the synchronized image sequences recorded by three standard RGB cameras, the sensor calibration information and the 3D target location annotations. The audio sampling frequency is 16kHz while the image frame rate is 25Hz. The recording room is of size $8.2 \times 3.6 \times 2.4m^3$ with the approximate reverberation time $T_{60} = 0.5s$. The participants wander around, cross each other, move in and out the camera’s FoV and mostly speak concurrently. For each experiment, we only use the first circular array and the individual cameras. The same parameter settings as in [15] are used unless otherwise specified in the paper. The Sequential Monte Carlo (SMC) implementation for the GLMB is used, with 100 particles for each track. The experimental results are averaged over 10 runs.

5.2. Performance Metrics

In this work, we use two metrics for performance evaluation of the proposed AV-GLMB, i.e., the Mean Absolute Error (MAE) and the Optimal Sub-Pattern Assignment (OSPA), defined as follows.

$$\epsilon_{\text{MAE}} = \frac{1}{1 \leq i \leq T} \sum_{i=0}^{T} |o_{k,i} - \bar{o}_{k,i}|$$  \hfill (16)

where $|| \cdot ||_2$ calculates the Cartesian distance between the ground truth and the target state estimate, and $|I|$ is the ground truth number of speakers. For a sequence of audio-visual data, the MAE gives an overall performance score. To have a closer view of performance over time, the OSPA can be used.

The OSPA metric $\epsilon_{\rho}^\omega$ of two finite sets $R = \{r_1, ..., r_{\rho_R}\}$ and $S = \{s_1, ..., s_{\rho_S}\}$, (integers $\rho_R \leq \rho_S$) is defined as follows [29].

$$\epsilon_{\rho}^\omega(R, S) = \frac{1}{\rho_S} \min_{\pi \in \Pi_{\rho}} \left( \frac{1}{\rho_S} \sum_{i=1}^{\rho_S} |d^c(r_i, s_{\pi(i)})|^{\rho} + c^\rho|\rho_S - \rho_R|^{\rho} \right)^{1/\rho}$$  \hfill (17)

where the order and cut-off parameters are $\rho \geq 1$ and $c > 0$ respectively, $d^c(r, s) = \min(c, ||r - s||_2)$, and $\Pi_{\rho}$ denotes the set of permutations on $\{1, 2, ..., \rho_S\}$, $n_S \in \mathbb{N}$. The distance $\epsilon_{\rho}^\omega(R, S)$ stands for a $\rho$-th order per-target error. If $\rho_R > \rho_S$, $\epsilon_{\rho}^\omega(R, S) = \epsilon_{\rho}^\omega(S, R)$. Note that when there is no cardinality error, i.e., $n_S = \rho_R$, the OSPA is proportional to the MAE when $\rho = 1$, i.e., $\epsilon_{\rho=1} = \epsilon_{\text{MAE}}$.

5.3. Tracking Results

Fig. 2 shows the tracking results from the proposed AV-GLMB method. It can be seen that the most of the AV measurements are close to the ground truth. Overall, the video measurements seem more accurate than the audio measurements, especially for the heights of speaker’s mouth (see the bottom panel). However, video measurements still have deviations (e.g., at the x-dimension around time frame 30) and miss-detections (e.g., video measurements at time frames 54, 55 and 56). Moreover, it is not clear which speaker each measurement belongs to. Thus in the proposed tracking method, the audio measurements are mapped to the heights of the previous estimate in the likelihood function (see (9)). At the other two dimensions, the audio measurements can help improve the estimation accuracy, together with the video measurements (see (7)). Moreover, the proposed method produces filtered estimates of the 3D locations of speakers, with a unique label attached to each estimate (marked in different colors). Even though we do not assume prior knowledge of the number of speakers, the proposed AV-GLMB still correctly identifies two speakers.

Fig. 3 shows the resulting errors in the OSPA metric. We choose $\rho = 1$ and $c = 1m$ in this paper. The top panel shows the
the performance of the proposed AV-GLMB is comparable to other SoA methods. Explicitly, the implementation of [11] here uses known number of targets and visual observation ground truth, and both [14] and [15] use ground truth initial locations and known number of targets, which give significant advantages to their tracking accuracy but can be quite restrictive in practice. [16] uses the SMC-PHD tracker and detects speaker identity by measuring the color histogram of speakers. Its resulting averaged tracking error on the image plane is 15.8 pixels from data available in the literature. The proposed AV-GLMB does not assume a priori knowledge of the speaker number or the ground truth initial locations, which poses significant challenges to the estimation accuracy. However, as shown in the table, the averaged 3D tracking error of the AV-GLMB is 0.27m, which is comparable to existing SoA methods, i.e., 0.21m in [15] and 0.31m in [11]. The TLR of the other two 3D audio-visual trackers are respectively 15.8% in [15] and 37.7% in [11]. The proposed AV-GLMB has 12.0% loss rate, which is encouraging.

6. Conclusions

In this paper, we propose a novel 3D audio-visual multi-speaker tracking framework which exploits the complementarity of the audio and visual modalities. Different from existing state-of-the-art methods, the proposed AV-GLMB provides a closed-form solution for multi-speaker tracking without relying on ground truth locations to initialize, or assuming a priori knowledge of the number of speakers. This contributes to the first successful implementation of the GLMB filter in the joint audio-visual multi-speaker online tracking. Experimental results have demonstrated the benefits of the proposed method.
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