An NMF-HMM Speech Enhancement Method based on Kullback-Leibler Divergence
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Abstract
In this paper, we present a novel supervised Non-negative Matrix Factorization (NMF) speech enhancement method, which is based on Hidden Markov Model (HMM) and Kullback-Leibler (KL) divergence (NMF-HMM). Our algorithm applies the HMM to capture the timing information, so the temporal dynamics of speech signal can be considered by comparing with the traditional NMF-based speech enhancement method. More specifically, the sum of Poisson, leading to the KL divergence measure, is used as the observation model for each state of HMM. This ensures that the parameter update rule of the proposed algorithm is identical to the multiplicative update rule, which is quick and efficient. In the training stage, this update rule is applied to train the NMF-HMM model. In the online enhancement stage, a novel minimum mean-square error (MMSE) estimator that combines the NMF-HMM is proposed to conduct speech enhancement. The performance of the proposed algorithm is evaluated by perceptual evaluation of speech quality (PESQ) and short-time objective intelligibility (STOI). The experimental results indicate that the STOI score of proposed strategy is able to outperform 7% than current state-of-the-art NMF-based speech enhancement methods.

Index Terms: speech enhancement, non-negative matrix factorization, hidden markov model, minimum mean-square error

1. Introduction
The aim of single-channel speech enhancement (SE) is to remove background noise from the noisy environment to improve quality and intelligibility of noisy speech. Nowadays, SE has achieved a wide range of applications in hearing aids, mobile communication, robust speech recognition (ASR) [1], teleconferencing and speech coding etc. Therefore, during the past decades, many different approaches have been proposed [2].

In an environment with additive noise, the spectral subtraction algorithm [3] is the simplest strategy to achieve SE, which subtracts the noise spectrum from the observed signal. Furthermore, some unsupervised algorithms like Wiener filtering [4], signal subspace algorithm [5], minimum mean-square error (MMSE) spectral amplitude estimator [6] and log-MMSE spectral amplitude estimator [7] are also the effective strategies to conduct the SE. However, these methods cannot always achieve satisfactory performance in the non-stationary noisy environment because they are usually based on some inaccurate assumptions and do not apply the prior information of clean speech and noise.

As a result, some supervised SE methods have been developed. These approaches usually consider to train a model and the model parameters are acquired by using the speech and noise signals. These methods include codebook-based algorithms [8], Hidden Markov Model (HMM)-based strategies [9] and Deep Neural Network (DNN)-based approaches [10–12] etc. These algorithms can make use of the prior information of clean speech and noise, so they can achieve better speech enhancement performance in practical noisy environments.

Non-negative Matrix Factorization (NMF)-based [13] [14] SE method can be also viewed as such a kind of supervised speech enhancement strategy. In paper [15], a mask-based NMF SE was proposed, which trained the basis matrix of clean speech and noise during offline stage. On the enhancement stage, the activation matrix could be acquired by combining the trained basis matrix and noisy signal. After that, the mask was estimated for the application of speech enhancement. In paper [16], an NMF-based denoising scheme was proposed. This method added a heuristic term to the cost function, so the NMF coefficient can be adjusted according to the long-term levels of signals. Smaragdis et al. [17] proposed a supervised and unsupervised NMF speech enhancement method. In [17], the noise basis matrix could be acquired by combining the HMM during the enhancement stage. Thus, this method could mitigate the problem of noise mismatch. Furthermore, a NMF-based source separation approach was proposed in paper [18], which considers the HMM.

Inspired by these previous studies, in this paper, we proposed a novel NMF-HMM speech enhancement algorithm, which applies the Kullback-Leibler (KL) divergence. Compared to most NMF-based methods [13] [14], our method can utilize the temporal dynamics of speech signals to conduct the speech enhancement, so the time information of speech signal can be considered. Moreover, we used the sum of Poisson distribution as the state conditioned likelihood for the HMM rather than the general Gaussian Mixture Model (GMM), because the sum of Poisson distribution leads to the KL divergence measure, which is a mainstream measure in NMF, and its parameter update rule is identical to the multiplicative update rule. This ensures the parameter update is fast and efficient. On the enhancement stage, a minimum mean-square error (MMSE) estimator was derived to conduct SE, which was based on the NMF and HMM. The benefit of this algorithm is that the update of activation matrix can be conducted by parallel computing, which reduces the computation time.

2. NMF-based Speech Enhancement with KL divergence
In this section, we will briefly review the NMF-based speech enhancement method with KL divergence. In this work, we only consider to achieve speech enhancement in the additive noisy
3. NMF-HMM-based Speech Enhancement

In this section, the details of the proposed algorithm will be illustrated, which includes the proposed signal model, offline parameter learning and online speech enhancement.

3.1. HMM-based signal models with the KL divergence

In our proposed approach, we need to acquire the three different signal models. They are namely clean speech model, noise model and noisy speech model. They will be separately introduced in this part. We use the overbar and double dots to represent the clean speech and noise, respectively.

In this work, there is the same signal model for the clean speech and the noise signal, so we will illustrate them just using clean speech signal. In order to model clean speech $S_n$, we propose to a novel NMF-HMM-based method. To acquire a HMM model, there are three parameters [20] to be estimated. They are initial state probability $\pi$, transition probability matrix $A$ and state conditioned likelihood function. In addition, there are total $J$ hidden states for this model. Thus, based on (6), we propose to model $S_n$ as

$$S_n = \sum_{k=1}^{\pi} \tilde{c}_n(k),$$

(8)

By applying the (7) and HMM [16], for the $j$th ($j = 1, 2, \cdots, J$) state, we can be defined

$$p(c_j | \pi) = \prod_{f=1}^{F} \sum_{k=1}^{K} \mathcal{PO}(s_{f,k} | \pi) W_{f,k}^{\pi_{s_{f,k}}} H_{k,n},$$

(9)

where the $c_j$ is the hidden state and $c_j \in \{1, 2, \cdots, J\}$. $K$ is the number of basis clean speech and $F$ is the total number of frequency bins. $W_{f,k}, H_{k,n}$ is corresponding to the elements of the basis and activation for clean speech. Thus, the conditioned likelihood function at the $j$th state can be finally written as

$$p(S_n | \pi) = \prod_{f=1}^{F} \sum_{k=1}^{K} \mathcal{PO}(S_{f,k} | \pi) W_{f,k}^{\pi_{S_{f,k}}} H_{k,n},$$

(10)

where we use the superposition property of Poisson random variable. From (9), it can be found that there are $J$ basis matrices for speech modelling, instead of one basis matrix in the traditional NMF, which is able to effectively capture the temporal dynamics of speech signals. The benefits of choosing the sum of Poisson distribution as the state conditioned likelihood function is that its parameters update rules using EM algorithm is identical to the multiplicative update rules leading to low computational complexity. In addition, it is based on non-negative data by comparing with traditional HMM.

To sum up, the proposed model includes four parameters ($\mathbf{X}, \pi, \mathbf{W}^{\pi_{S_{f,k}}} = W_{f,k}^\pi$). The $\mathbf{W}^{\pi_{S_{f,k}}}$ can be estimated by online speech enhancement and the other three parameters can be obtained by offline learning.

Based on proposed clean speech, noise signal model and (2), the noisy speech model can be defined. We assume that there are $J$ hidden states for noise and the hidden state of noise is $x_n \in \{1, 2, \cdots, J\}$. The $\pi$ and $A$ represent the initial state probability and transition probability matrix of the noise. Thus, there are total $J \times J$ hidden states for noisy signal. The initial state and transition probabilities matrix of noisy speech can be expressed as $\pi \otimes \pi$ and $A \otimes A$, where the $\otimes$ denotes the Kronecker product. Finally, the conditioned likelihood function of noisy speech can be written as

$$p(Y_n | \pi, x_n) = \prod_{f=1}^{F} \sum_{k=1}^{K} \mathcal{PO}(Y_{f,k} | \pi) W_{f,k}^{\pi_{Y_{f,k}}} H_{k,n},$$

(11)
where $\tilde{K}$, $\tilde{W}_{k,n}$ and $\tilde{H}_{k,n}$ is the number of basis elements, of the basis matrices and activation for noise.

### 3.2. Offline NMF-HMM parameter learning

In offline training stage, the aim is to find the parameter set $\Phi$ to maximize the likelihood function, which is based on the HMM and EM algorithm [20]. There is the similar process for the parameter learning of clean speech and noise, so we will use the clean speech as the example to illustrate this process. At first, we define the complete data set $(S_{N}, X_{N}, C_{N})$, where $S_{N} = [S_{1}, S_{2}, \ldots, S_{N}], X_{N} = [\tau_{1}, \tau_{2}, \ldots, \tau_{N}]^T$ and $C_{N} = [c_{1}, c_{2}, \ldots, c_{N}]$. Thus, the complete data likelihood can be written as

$$p(S_{N}, X_{N}, C_{N}) = \prod_{n=1}^{N} p(S_{n}|\tau_{n})p(\tau_{n}|x_{n})p(x_{n}|x_{n-1}).$$

By applying the EM algorithm in the expectation step, we first calculate the exact posterior state probability and joint posterior probability, which can be written as

$$q(\tau_{n}) = p(\tau_{n}|S_{N}; \Phi^{-1}),$$
$$q(\tau_{n}, \tau_{n-1}) = p(\tau_{n}, \tau_{n-1}|S_{N}; \Phi^{-1}),$$

where $i$ is the iteration number. The calculation of (13) and (14) can be performed using forward-backward algorithm [20]. Then, we need to evaluate the posterior Expectation $E_{\tau_{n}|S_{N}, \hat{\tau}_{n-1}}(\hat{\tau}_{n})$, which will be used in M-step. By using Bayesian rule and conditional independence property of the proposed HMM model, combining (8), (9) and following the derivation in paper [19], we have

$$q(\tau_{n}|x_{n}) = \prod_{f=1}^{F} M(\tau_{f,n}(1), \ldots, \tau_{f,n}(K); S(f, n), p_{f,n}(1), \ldots, p_{f,n}(K)),$$

where $M(\cdot)$ is the multinomial distribution [19].

$$p_{f,n}(k) = \frac{W_{f,k}^{\tau_{n}}H_{k,n}^{\tau_{n}}}{\sum_{l=1}^{K} W_{f,l}^{\tau_{n}}H_{l,n}^{\tau_{n}}}.$$  

Finally, we have

$$E(\tau_{f,n}(k)|S_{N}, x_{n}) = S(f, n) \frac{W_{f,k}^{\tau_{n}}H_{k,n}^{\tau_{n}}}{\sum_{l=1}^{K} W_{f,l}^{\tau_{n}}H_{l,n}^{\tau_{n}}}.$$  

In the maximization step, the purpose is to find parameters to maximize the expected value of complete data likelihood, i.e.,

$$\Phi^{*} = \arg \max_{\Phi} E_{\tau_{n}|S_{N}, \Phi^{-1}}[\log p(S_{N}, X_{N}, C_{N})].$$

By using (18), the estimation of $\overline{\Phi}$ and $\overline{\pi}$ is the same as the traditional HMM model [20]. To obtain $\overline{W}^{\tau_{n}}$ and $\overline{H}^{\tau_{n}}$, we can set the derivatives in (18) to zero. Thus, the update of parameters can be written as following:

$$\pi_{j} = \frac{q(\tau_{n} = j)}{\sum_{j=1}^{J} q(\tau_{n} = j)},$$  

$$\overline{A}_{o,j} = \frac{\sum_{n=2}^{N} q(\tau_{n} = j, \tau_{n-1} = o)}{\sum_{j=1}^{J} \sum_{n=2}^{N} q(\tau_{n} = j, \tau_{n-1} = o)}.$$  

where $1 \leq o, j \leq J$.

$$\overline{W}^{\tau_{n}} \leftarrow \overline{W}^{\tau_{n}} \odot \frac{S_{N}}{\overline{W}^{\tau_{n}}H_{n}^{\tau_{n}}A(j)(H_{n}^{\tau_{n}})^{T}},$$
$$\overline{H}^{\tau_{n}} \leftarrow \overline{H}^{\tau_{n}} \odot \frac{S_{N}}{(H_{n}^{\tau_{n}})^{T}1},$$  

where $A(j) = \text{diag}(q(\tau_{1} = j), q(\tau_{2} = j), \ldots, q(\tau_{N} = j)).$ From (21) and (22), we can find that the parameters update of proposed algorithm is identical to the multiplicative update rule. This ensures that our method is efficient and quick.

### 3.3. MMSE-based online speech enhancement

In this work, we proposed to combine the NMF-HMM model with MMSE estimator to conduct online speech enhancement. Thus, the estimated signal can be represented as

$$\hat{S}_{n} = E_{\tau_{n}|Y_{n}}(\hat{S}_{n}) = \int S_{n}p(S_{n}|Y_{n}) dS_{n},$$

where $Y_{n}$ is defined similar to $S_{N}$. We ignore specific details of derivation, the enhanced speech can be represented as

$$\hat{S}_{n} = Y_{n} \odot \left( \sum_{\tau_{n}, \tilde{x}_{n}} \omega_{\tau_{n}, \tilde{x}_{n}} p(\tau_{n}, \tilde{x}_{n}) \right),$$

where $\omega_{\tau_{n}, \tilde{x}_{n}}$ is the weight, which can be written as

$$\omega_{\tau_{n}, \tilde{x}_{n}} = \frac{p(Y_{n}|\tau_{n}, \tilde{x}_{n})p(\tau_{n}, \tilde{x}_{n}|Y_{n-1})}{\sum_{\tau_{n-1}, \tilde{x}_{n-1}} p(\tau_{n-1}, \tilde{x}_{n-1}|Y_{n-1})p(\tau_{n-1}, \tilde{x}_{n-1}|Y_{n-1})}.$$  

In (26), the first term can be acquired by the transition probabilities matrix of noisy speech and the second term is the forward probability that can be calculated by forward algorithm [20]. Additionally $p_{n}(\tau_{n}, \tilde{x}_{n})$ can be represented as

$$p_{n}(\tau_{n}, \tilde{x}_{n}) = \frac{\overline{W}^{\tau_{n}}-H_{n}^{\tau_{n}}}{\overline{W}^{\tau_{n}}-H_{n}^{\tau_{n}}+\overline{W}^{\tau_{n}}-H_{n}^{\tau_{n}}}.$$  

In enhancement stage, the $\overline{H}^{\tau_{n}}$ and $\overline{H}^{\tau_{n}}$ can be acquired by (5). After that, the enhanced speech can be estimated from (24) to (27). The equation (24) shows that there are more than one basic and activation matrix to be applied to acquire gain to conduct speech enhancement. This is because the proposed algorithm utilize the HMM and consider the temporal aspect. Additionally, the update of activation matrix ($\overline{H}^{\tau_{n}}$ and $\overline{H}^{\tau_{n}}$) can be conducted by parallel computing. This means that our algorithm can reduce the time assumption during the online stage.

### 4. Experiments and results

#### 4.1. Experimental database preparation

In this study, the proposed algorithm is expected to be evaluated by TIMIT [21] and NOISEX-92 [22] database. During the training stage, all the 4620 utterances from the training TIMIT
Figure 1: PESQ score of proposed algorithm in babble noise with different numbers of state.

Figure 2: Spectrum comparison of various NMF-based methods: (a) clean speech, (b) noisy speech with 5dB Babble noise, (c) (d) (e) enhanced speech by T-NMF, SLP-NMF and NMF-HMM, respectively.

Figure 3: Average STOI score for four types of noise under three SNRs.

4.2. Performance evaluation of speech enhancement

In order to evaluate the performance of the proposed algorithm, there are two test stages. In the first stage, we will investigate the effects of different parameters for NMF-HMM model. This test will be conducted on the babble noise. More specifically, we will investigate the effect of different numbers of state for clean speech for the performance of speech enhancement. In this experiment, the dimension of clean speech and noise mixture is fixed to 25 and 70, respectively, which is based on the previous research [15]. The state of noise is fixed to 2 because we want to show that the proposed algorithm can apply the different noise state to conduct speech enhancement. In this stage, the test result will be evaluated by PESQ [23] and we apply the traditional NMF-based [15] speech enhancement algorithm (T-NMF) as reference method. The aim of this experiment is to acquire the most suitable parameters of NMF-HMM model. Figure 1 shows the experimental result. We can find that the proposed method can achieve the better performance the T-NMF. Additionally, the 40 states for clean speech can achieve the highest score under the all three SNRs. In second stage, the proposed algorithm is expected to be conducted on the more types of noise, which is Babble, F16, Factory and White noise, respectively. We apply the traditional NMF-based [15] speech enhancement algorithm (T-NMF), Optimally-Modified Log-Spectral Amplitude (OM-LSA) method [24] with IMCRA noise estimator [25], linear span filters method [26] (SLF-NMF) that applies the parametric NMF [27] and Log-MMSE [28] algorithm as the reference method. STOI [29] is used to evaluate the performance. For the SLF-NMF, the maximum SNR filter is chosen to conduct the speech enhancement. Furthermore, for the SLP-NMF, the codebook size of clean speech and noise is 64 entries and 8 entries, respectively. The dimension of basic matrix for T-NMF is the same as NMF-HMM. Figure 2 shows the spectrum comparison of various NMF-based methods. It can be found that the proposed NMF-HMM method is able to remove more noise than other NMF-based method. Meanwhile, NMF-HMM can also recover the more speech information. Figure 3 indicates the average STOI result with the 95% confidential interval (There are four types of noise under three SNRs, each situation includes 200 utterances. Therefore, the average score is acquired by 200×3×4=2400 utterances.) This result shows that NMF-HMM can effectively improve the more speech intelligibility than T-NMF and other reference methods.

5. Conclusions

In this paper, a novel HMM-NMF speech enhancement method is proposed. The core idea is to apply the sum of Poisson as the observation model for each state of HMM because it can ensure that the parameter update rule is identical to the multiplicative update rule. This is quick and efficient. In addition, this method can consider the temporal dynamics of speech signal because of the application of HMM. Furthermore, we propose a novel HMM-NMF-based MMSE estimator to conduct the online speech enhancement. The experimental results indicate that the proposed algorithm can achieve better speech enhancement performance than these state-of-the-art statistic-based and NMF-based methods.
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