Multilingual Speech Recognition Using Language-Specific Phoneme Recognition as Auxiliary Task for Indian Languages

Hardik B. Sailor\textsuperscript{1*}, Thomas Hain\textsuperscript{2}

\textsuperscript{1}Samsung Research Institute, Bangalore, India
\textsuperscript{2}Speech and Hearing Research Group, The University of Sheffield, UK

h.sailor@samsung.com, t.hain@sheffield.ac.uk

Abstract

This paper proposes a multilingual acoustic modeling approach for Indian languages using a Multitask Learning (MTL) framework. Language-specific phoneme recognition is proposed as an auxiliary task in MTL framework along with the primary task of multilingual senone classification. This auxiliary task regularizes the primary task with both the context-independent phonemes and language identities induced by language-specific phonemes. The MTL network is also extended by structuring the primary and auxiliary task outputs in the form of a Structured Output Layer (SOL) such that both depend on each other. The experiments are performed using a database of the three Indian languages Gujarati, Tamil, and Telugu. The experimental results show that the proposed MTL-SOL framework performed well compared to baseline monolingual systems with a relative reduction of 3.1-4.4 and 2.9-4.1 \% in word error rate for the development and evaluation sets, respectively.
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1. Introduction

Recently, there is a significant interest in developing multilingual speech and language technologies. This is of particular importance for countries with many languages such as India, Russia, or South Africa. India has 22 official languages with an additional 1500 minor languages/dialects. Apart from a few major languages, most of the languages are low resourced. This poses several challenges to develop speech technologies such as Automatic Speech Recognition (ASR). Multilingual speech recognition using Deep Neural Networks (DNN) is a promising research direction towards building an ASR system for low resource languages. One of the limitations of the multilingual acoustic model is that sometimes it precludes the fine-tuning aspects of the particular language [1]. To mitigate such a problem, Multitask Learning (MTL) has emerged compared to the traditional single-task learning approach [2]. In the deep learning era, the hard parameter sharing in MTL involves learning parallel tasks with the shared hidden layers and the task-specific hidden layers. With multilingual MTL approaches, it is possible to train language-aware ASR tasks or language identification as an auxiliary task [3]. [4].

The goal of an auxiliary task in MTL is to enable the model to learn feature representations that are beneficial to the primary task. However, it is important to choose related tasks in MTL otherwise the performance of the primary task deteriorates (called as a negative transfer) [2]. In this paper, MTL with an auxiliary task is proposed to improve multilingual ASR for the three Indian languages. Language-specific phoneme recognition is proposed as the auxiliary task since it is more related to the primary task of multilingual senones classification in DNN.

Our key contributions in this paper are as follows:

- The MTL approach of monophone regularization proposed in [5] is extended using language-specific phoneme recognition as an auxiliary task for multilingual acoustic modeling.
- The Structured Output Layer (SOL) is applied in the MTL model to improve the proposed auxiliary task learning. Here, the SOL is used for both the primary and auxiliary tasks compared to the earlier approach of the SOL in the primary task [6].
- ASR experiments were performed using the three Indian languages data released during Interspeech 2018 leading to competitive performance.

2. Related Work

The literature of multilingual/cross-lingual ASR is well summarized in a series of survey papers [7–9]. Here, all approaches that are more related to the proposed framework for Indian languages are described. To generate alignments for DNN training, the GMM-HMM systems are initially trained either using a Universal Phone Set (UPS) or using the Union of Phoneme Set (UoS) [10], [11]. The UPS-based model is trained using a single DNN with softmax representing multilingual senone labels [12].

In the Shared Hidden Layer Multilingual DNN (SHL-MDNN), the hidden layers (except the last hidden layer) are shared across languages and the output layers are language-specific [13], [14]. Many studies used bottleneck features (BNF) [15] and Language Feature Vectors (LFV) for language adaptation [16]. The SHL-MDNN is trained using an MTL approach [2]. The goal of MTL in the SHL-MDNN is to generalize the performance of each language task by sharing network parameters. Adversarial training was also proposed in the context of MTL for a multilingual ASR [17]. There are several studies published in the ASR domain that exploit auxiliary task-based MTL. In the ASR literature, the auxiliary task includes classification of speakers [18], monophones [5], diaclets/accentts [19], or language identification [17] in the multilingual case. Cross-entropy regularization was also proposed as an auxiliary task to improve the performance of a sequence-level ASR training [20]. Language-independent multilingual End-to-end ASR approach was proposed to jointly identify the language and the character set of a particular language [21]. In [6], the Structured Output Layer (SOL) approach was proposed such that senone outputs are dependent on the monophone hidden layer features.

\*Work was done when author was at University of Sheffield, UK.
In Interspeech 2018, a low resource speech recognition challenge in Indian languages was organized [22]. The top-performing systems in the challenge used UPS for either a hybrid DNN-HMM [23], [24], or an end-to-end ASR approach [25]. Other notable multilingual approaches from the challenge include articulatory features [26] and a joint acoustic model using Subspace Gaussian mixture models (SGMM) and end-to-end ASR [27]. Apart from the challenge in Interspeech 2018, there are various approaches proposed for ASR in Indian languages [28–33]. Recently, a study in [34] proposed a transformer-based end-to-end multilingual model for Indian languages that also includes language information as a one-hot vector and embeddings.

3. Multilingual Multi-task Learning

3.1. Multilingual Acoustic Modeling

Acoustic modeling is performed using a DNN-HMM system where the alignments are generated as a part of GMM-HMM training. The multilingual UoPS set is created using language tags attached to the phonemes of a particular language. The monophone and triphone GMM-HMM systems are trained by merging speech data of the three languages. A top-down binary clustering of the data is applied to generate phonetic questions using the clustering method proposed in [35]. This approach is similar to [10] where the language tags are attached to phonemes. However, the clustering technique in [10] also includes specific questions about the language and its phonetic categories. Here, a question set is automatically generated using a clustering technique in the Kaldi toolkit [35]. In the decision-tree clustering process, a question represents a set of phones that have shared roots. Examples of multilingual phonemes clustered in the Kaldi toolkit is shown in Figure 1. It can be observed that the clustering process automatically combines phonemes that are similar in either all three or any of the two languages. The triphone alignments are further refined using an LDA-MLLT system as suggested in [36]. The senone alignments are then used in multilingual DNN training as shown in Figure 2 (a). The acoustic modeling is performed using a Bidirectional Gated Recurrent Units (BiGRU) [37].

Figure 1: List of clustered phones generated in Kaldi [35]. Here, each phonemes is attached a tag ‘Gu,’ ‘Ta,’ or ‘Te for Gujarati, Tamil and Telugu, respectively. Best viewed in color.

3.2. Auxiliary Task Learning

Let $X = \{x_1, \ldots, x_T\}, x_i \in \mathbb{R}^D, t = 1, \ldots, T$ is a sequence of speech frames of D-dimensional feature vectors. Let $Y = \{y_1, \ldots, y_T\}, y_i \in \mathbb{R}$ and $Z = \{z_1, \ldots, z_T\}, z_i \in \mathbb{R}$ are the sequences of senones and phoneme labels (i.e., monophone targets) aligned with $X$. Here, phoneme labels also include language tags computed to the senone labels where phonemes from different languages (along with tags) are clustered in the triphone model. The shared DNN layers in the MTL framework can be observed as a feature extractor network. The schematic diagram of the proposed MTL system is shown in Figure 2 (b). With $\theta_f, \theta_s,$ and $\theta_a$ being the parameters of feature extractor, senones, and auxiliary task classifier, respectively then the loss functions can be written as:

$$L_{senone}(\theta_f, \theta_s) = -\frac{1}{T} \sum_{t=1}^{T} \log p(y_t|x_t; \theta_f, \theta_s)$$  \hspace{1cm} (1)

$$L_{auxiliary}(\theta_f, \theta_a) = -\frac{1}{T} \sum_{t=1}^{T} \log p(z_t|x_t; \theta_f, \theta_a)$$  \hspace{1cm} (2)

The final loss of the MTL framework is given as,

$$L_{total} = L_{senone} + \lambda L_{auxiliary}$$  \hspace{1cm} (3)

where $\lambda \in [0, 1]$ is a task weighting parameter. Based on this formulation, the role of this auxiliary task is to generalize the primary task by providing a regularization. Our proposed auxiliary task of classifying monophone targets with language tags gives additional information about the language of a particular frame. This auxiliary task is different than a language identification (LID) task where the labels are language identities only. Hence, the primary task is regularized using both the phoneme and language information indirectly obtained given the phonemes of a particular language. We also experimentally confirmed that the proposed auxiliary task is more beneficial than the LID task.

To exploit the task relationships, we investigate the Structured Output Layer (SOL) approach in the context of MTL [6]. In this work, we extend the effectiveness of the SOL approach for both the primary and auxiliary tasks compared with [6] where it was proposed for the primary task only. The SOL is added in the network as shown in Figure 2 (c). Here, $a_p$ and $a_s$ are the activations of task-specific BiGRU layers of senone and phoneme task, respectively. The SOL is added for both the tasks as follows:

$$p(y_t|x_t) = \text{softmax}(y_{SOL})$$  \hspace{1cm} (4)

$$p(z_t|x_t) = \text{softmax}(z_{SOL})$$  \hspace{1cm} (5)

Here, the sigmoid $\sigma(\cdot)$ hidden layer is used in the SOL where the parameters of a network are shared between both the tasks. Other activation functions were also tried instead of a sigmoid; however, no performance gains were observed (results not shown here). Since the sigmoid activation compresses the information between 0 and 1, it is well suited for feature augmentation so that the primary task features do not change significantly. The features from the auxiliary task are augmented with the BiGRU response of the primary task and vice-versa. The difference between MTL and MTL-SOL is that in the case of MTL, the auxiliary task network is discarded during final testing. However, a part of the auxiliary network is still active (except the softmax layer) in the case of MTL-SOL.

4. Experimental Setup

4.1. Database

All experiments are performed with a database of Indian languages released as a part of the “Low Resource Speech Recognition Challenge for Indian Languages” during Interspeech 2018. The database contains three languages, namely, Gujarati,
Tamil, and Telugu. The statistics of a database including training, development, and evaluation set are shown in Table 1. The lexicon is provided by the organizers created using the CMU Festvox Indic frontend phoneme set.

Table 1: Database statistics of Indian languages [22].

<table>
<thead>
<tr>
<th>Lang.</th>
<th># Words</th>
<th># Phonemes</th>
<th>Duration in hrs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tamil</td>
<td>57883</td>
<td>38</td>
<td>40 5 4.2</td>
</tr>
<tr>
<td>Telugu</td>
<td>48686</td>
<td>56</td>
<td>40 5 4.2</td>
</tr>
<tr>
<td>Gujarati</td>
<td>41238</td>
<td>54</td>
<td>40 5 5</td>
</tr>
</tbody>
</table>

4.2. ASR System Building

The feature extraction, language modeling, and GMM-HMM training are performed in the Kaldi toolkit [35]. The GMM-HMM systems are trained using 39-D Mel Frequency Cepstral Coefficients (MFCC). The number of senones for each system are varied and decided using recognition performance on the development set. The optimal number of triphones is 3500 and 7000 for monolingual and multilingual systems, respectively. Triphone alignments are further refined using the LDA-MLLT system. The DNN acoustic models are built in the PyTorch-Kaldi toolkit [38]. The DNN systems are trained using 40-D log Mel filterbank features. The baseline monolingual and proposed multilingual systems are trained using a deep BiGRU network with 4 layers and 650 hidden units each. The MTL system has 3 shared BiGRU layers and one task-specific layer, each with 650 hidden units. The BiGRU networks are trained for 24 epochs with the Adam algorithm. The decoding is done using a language-specific 3-gram LM.

5. Experimental Results

The performance of UoPS is better than UPS for GMM-HMM systems with a relative WER reduction of 1-3.49 % compared with monolingual systems. The detailed GMM-HMM results are omitted due to space limitations. Hence, the UoPS multilingual system is used to generate alignments for DNN-HMM training. The experimental results of the DNN-HMM systems are reported in Table 2 for the development set. The multilingual system reduced the WER with a relative WER reduction of 1.97, 2.18, and 0.79 % for Gujarati, Telugu, and Tamil language, respectively. These results show the significance of multilingual DNN training using UoPS for acoustic modeling.

The results of MTL approaches are also shown in Table 2 where $\lambda = 1$. The multilingual MTL system with language identification (LID) as an auxiliary task did not perform well compared with a multilingual system without MTL. We have also experimented with different values of $\lambda$ in eq. (3). The lower values of $\lambda$ reduce WER with lower bound on the multilingual ASR system (i.e., $\lambda = 0$).

The primary reason for this poor performance could be an unrelated task in the MTL framework. It is shown that when auxiliary tasks are not related to a primary task the learned features in shared layers can be influenced by outlier features from the auxiliary tasks that may degrade the performance of a primary task [2]. Hence, the proposed auxiliary task of a phoneme recognition with language tags is more suitable in the MTL framework. It improves the system performance significantly compared with the monolingual baseline for all three languages with a relative WER reduction of 3.57, 4.2, and 3.02 % for Gujarati, Telugu, and Tamil, respectively. Different values of $\lambda$ in eq. (3) were tried in this paper for the proposed auxiliary task; however, the best performance is obtained using $\lambda = 1$.

Table 2: Experimental results of monolingual and multilingual ASR systems on the development set in % WER.

<table>
<thead>
<tr>
<th>Method</th>
<th>Gujarati</th>
<th>Telugu</th>
<th>Tamil</th>
</tr>
</thead>
<tbody>
<tr>
<td>Monolingual</td>
<td>13.16</td>
<td>19.29</td>
<td>16.91</td>
</tr>
<tr>
<td>Multilingual</td>
<td>12.90</td>
<td>18.87</td>
<td>16.79</td>
</tr>
<tr>
<td>Proposed MTL with phoneme recog.</td>
<td>12.69</td>
<td>18.48</td>
<td>16.40</td>
</tr>
<tr>
<td>MTL with language identification</td>
<td>13.44</td>
<td>19.14</td>
<td>17.11</td>
</tr>
</tbody>
</table>

Compared with the multilingual single task system, the MTL system with phoneme recognition gave a relative reduction of 1.63, 2.07, and 2.32 % in WER for Gujarati, Telugu, and Tamil, respectively. The reason for this WER reduction in the primary task is due to task relatedness in the MTL framework. The auxiliary task reduces the senones Frame Error Rate (FER) during DNN training. The FER for training and cross-validation (CV) set is shown in Figure 3 for all the training epochs. It can be observed that the MTL system converges better at a lower FER at the end of training compared with the multilingual system without using the auxiliary task approach.
The results of using an MTL-SOL system are shown in Table 3 for the development set. The MTL-SOL system performs slightly better than the MTL system for Gujarati and Tamil languages with a relative WER reduction of 4.41 and 3.13%, respectively. However, it did not give improvements to the Telugu language. One of the reasons for this could be a highly optimized primary task for Telugu language and hence adding the SOL could not help further. The addition of extra constraints and regularization on the SOL will be left for future studies.

Table 3: Results in % WER (and relative WER reduction) using SOL in MTL framework on the development set.

<table>
<thead>
<tr>
<th>Method</th>
<th>Gujarati</th>
<th>Telugu</th>
<th>Tamil</th>
</tr>
</thead>
<tbody>
<tr>
<td>Monolingual</td>
<td>13.16</td>
<td>19.29</td>
<td>16.91</td>
</tr>
<tr>
<td>MTL</td>
<td>12.69 (3.57)</td>
<td>18.48 (4.2)</td>
<td>16.40 (3.02)</td>
</tr>
<tr>
<td>MTL-SOL</td>
<td>12.58 (4.41)</td>
<td>18.48 (4.2)</td>
<td>16.38 (3.13)</td>
</tr>
</tbody>
</table>

Results of the evaluation sets are shown in Table 4. The multilingual system performed well for Gujarati and Telugu, however, it did not give improvements for the Tamil language. Our proposed MTL-SOL system gave a relative WER reduction of 3.57, 4.16, and 2.86 for Gujarati, Telugu, and Tamil, respectively compared with a monolingual system. It also gave a relative WER reduction of 0.54, 3.22, and 2.97 for Gujarati, Telugu, and Tamil, respectively compared with a multilingual system.

The statistical significance of the relative WER reduction is justified using a bootstrap technique proposed in [39]. The statistical significance tests were conducted using a computer-bootci tool in the Kaldi toolkit [35]. Table 4 also shows the % Probability of Improvement (POI) measure estimated using bootstrap samples for the proposed system compared with the baseline multilingual ASR. Higher % POI value means statistically significant improvement with the maximum value being 100 and the minimum value being 0. Table 4 shows a significant improvement using a proposed approach compared with the baseline for all the three languages. Relatively lower % POI for the Gujarati language (81.53) is expected due to a small relative improvement of 0.54% using the MTL-SOL system compared with the multilingual system (Table 4).

Comparison with the challenge baseline and top-performing systems are given in Table 5. The multilingual models of this paper performed well compared with the monolingual models from the challenge baseline. The top systems used data augmentation and fine-tuning a DNN model for a language after the multilingual training. Also, [23] and [24] used discriminative LF-MMI training criteria. The best performing system [23] also utilized the recurrent neural network language models. Compared with these systems, the proposed approach in this paper did not use any data augmentation and a two-stage approach of fine-tuning on a particular language. Our goal in this paper is to show the significance of the proposed auxiliary task of language-specific phoneme recognition and the MTL framework.

Table 5: Comparison with other approaches.

<table>
<thead>
<tr>
<th>Method</th>
<th>Gujarati</th>
<th>Telugu</th>
<th>Tamil</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proposed MTL-SOL model</td>
<td>18.37</td>
<td>18.64</td>
<td>16.32</td>
</tr>
<tr>
<td>Challenge baseline [22]</td>
<td>20.0</td>
<td>21.0</td>
<td>19.5</td>
</tr>
<tr>
<td>BUT [23]</td>
<td>14.06</td>
<td>14.71</td>
<td>13.92</td>
</tr>
<tr>
<td>Cogknit [24]</td>
<td>17.69</td>
<td>17.14</td>
<td>16.07</td>
</tr>
<tr>
<td>CSALT-LEAP/USC [25]</td>
<td>19.31</td>
<td>17.59</td>
<td>16.32</td>
</tr>
</tbody>
</table>

6. Summary and Conclusions

The multilingual ASR system using the MTL framework was presented for the Indian languages. Language-specific phoneme recognition as an auxiliary task in MTL was investigated. The proposed MTL framework reduced % FER in the primary task of senone classification and hence achieved lower % WER compared with monolingual systems. The performance was slightly further improved by the introduction of SOL for primary and auxiliary tasks in MTL. The experiments on the three Indian languages showed that our proposed MTL-SOL system performed well compared with the baseline monolingual and multilingual systems. Future work includes investigation of MTL with the attention-based architecture for multilingual ASR [40].
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