Finding intelligible consonant-vowel sounds using high-quality articulatory synthesis
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Abstract
In this study, a state-of-the-art articulatory speech synthesiser was used as the basis for simulating the exploration of CV sounds imitating speech stimuli. By adopting a relevant kinematic model and systematically reducing the search space of consonant articulatory targets, intelligible CV sounds can be found. Derivative-free optimisation strategies were evaluated to speed up the process of exploring articulatory space and the possibility of using automatic speech recognition as a means of evaluating intelligibility was explored.

Index Terms: computational phonetics, articulatory speech synthesis, early vocal learning.

1. Introduction

The task of obtaining articulatory trajectories from speech exemplars has been attempted with different motivations including (i) to model and understand the process of learning articulation to produce speech and (ii) to reproduce utterances using an articulatory synthesiser, i.e. copy synthesis. The former could serve as a basis for studies in speech and phonetic sciences and early vocal learning. The latter could have a direct impact on the development of speech technologies, especially where it is not possible or economical to use current state-of-the-art methods. For example, to bootstrap rapid development of real-world text-to-speech (TTS) synthesizers from limited or compromised data or for data augmentation when building automatic speech recognition (ASR) systems.

The recent development of the state-of-the-art articulatory synthesiser VocalTractLab has provided a compelling tool to investigate the discovery of articulatory targets necessary to produce intelligible and natural sounding speech. While previous studies have considered the task of modelling articulatory movements, the emphasis has been on modelling the articulatory to acoustic and inverse mappings. Consequently, the scope of these works has often been limited to analysis of articulatory or formant trajectories of vowels or artificial segment sequences, with limited evaluation of the generated speech.

In this work the focus is on imitative articulatory exploration as an important component of early vocal learning. The approach in is followed in adopting a kinematic model for generating articulatory trajectories and evaluating the outcomes in terms of intelligibility. The current paper extends that work by:

1. Evaluating derivative-free optimisation for speeding up the process of CV discovery compared to uniform sampling.
2. Comparing the articulatory parameter-tying configuration used in motivated by the syllable-synchronised sequential target approximation hypothesis which asserts that articulatory dimensions not involved in implementing the consonant start moving towards the vowel target at the start of the syllable, with an unconstrained configuration.

3. Exploring the use of automatic speech recognition (ASR) as a means of estimating intelligibility.

In the following section a brief description of related work is presented and contrasted with the current work. Section describes the experimental setup with results presented in Section Finally, Section contains a discussion with conclusions and proposals for future work.

2. Approach

Finding and refining articulatory movements to produce speech sounds imitatively is assumed to be an important stage of early vocal learning and is sometimes viewed as learning goal-directed sensori-motor control. Previous studies have often focused on the type of model and algorithms for learning the articulatory to acoustic and inverse mappings, including datal supervised learning, reinforcement learning and others and sometimes assume that articulatory trajectories are the outputs of the learned model.

Copy synthesis efforts typically focus on evaluating the generated speech against the target utterance. The work by adopts a kinematic model for articulator movements and pragmatic constraints of parameters to reduce the computational demands of the optimisation process.

This paper considers the task of imitative articulatory exploration as a component of early vocal learning, differing in the following ways from the above studies: (i) intelligibility is the primary measure of success; (ii) a simple kinematic model is adopted to produce articulatory trajectories as in; and (iii) a phonetically motivated model of coarticulation is used; syllable-synchronised sequential target approximation is evaluated.

3. Experimental setup

Two experiments were set up to simulate articulatory exploration with the goal of imitating CV onsets from a set of pre-recorded acoustic templates produced as complete words by a British male speaker (Table). In the first experiment, the input space was reduced using parameter tying described in Section. The second experiment compared different optimisation algorithms against uniform sampling of the input space. Results are presented in terms of recognition rates obtained from an online listening task and an ASR system de-
Table 1: Acoustic templates (CVC words).

<table>
<thead>
<tr>
<th>Vowel</th>
<th>/bV/</th>
<th>/dV/</th>
<th>/gV/</th>
</tr>
</thead>
<tbody>
<tr>
<td>/b/</td>
<td>bead</td>
<td>heed</td>
<td></td>
</tr>
<tr>
<td>/d/</td>
<td>bid</td>
<td>did</td>
<td></td>
</tr>
<tr>
<td>/g/</td>
<td>bed</td>
<td>dead</td>
<td></td>
</tr>
<tr>
<td>/k/</td>
<td>bad</td>
<td>dad</td>
<td></td>
</tr>
<tr>
<td>/p/</td>
<td>bod</td>
<td>god</td>
<td></td>
</tr>
<tr>
<td>/t/</td>
<td>boot</td>
<td>good</td>
<td></td>
</tr>
<tr>
<td>/k/</td>
<td>bud</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 1: Objective function implementation.

3.1. Synthesis and objective function

During articulatory exploration samples are synthesised using the VocalTractLab\footnote{http://www.vocaltractlab.de} articulatory synthesizer. A single iteration of the simulation is shown in Figure 1. The articulatory targets are determined at each iteration by the optimisation algorithm and consist of one complete set of 26 parameters for each of the segments C and V. Given these two targets and the segment durations from the acoustic template, 24 articulatory trajectories are synthesised which drive the acoustic simulation by VocalTractLab. The vocal tract and glottis parameters as well as the two additional time-constants which determine the rate of target approximation are given with their ranges in Table 2 (these ranges are relevant to the adult male speaker, referred to as “JD2”, with triangular glottis model defined in VocalTractLab). As can be seen, the tongue side elevation, lip minimum area and glottis parameters are kept constant during our simulations and all simulation runs are initialised with the neutral parameters which produce a schwa. As a result, the number of free parameters per segment is 15. The acoustic feature trajectories are 12-dimensional static Mel-frequency cepstral coefficients (including energy) extracted every 5 ms in a 10 ms Hamming window using librosa\footnote{https://github.com/librosa/librosa}. The error function used is the mean squared error (MSE) assuming one-to-one frame alignment since the length corresponds to the durations in the template for both trajectories (this means that the scoring of the C segment is sensitive to the vocal tract time-constant \( \tau_{ct} \) because of the effect on temporal alignment).

3.2. Articulatory exploration

The task of finding articulatory targets that best reproduce the acoustic template is defined as

\[
\mathbf{x}_0 = \text{argmin}_{\mathbf{x} \in \mathbf{X}} f(\mathbf{x}),
\]

where \( \mathbf{x} \) is a concatenation-vector of articulatory targets representing the C and V segments\footnote{This is 80-dimensional given the 15 free parameters from Table 2} and \( f \) is the objective function described in \([5, 3]\) and \([3, 4]\). The implementation of the simulation is described in the following two sections.

![Figure 2: Articulatory exploration: (a) Uniform sampling, and (b) sampling determined by optimisation algorithm.](image-url)

Table 2: Target parameters with ranges used.

<table>
<thead>
<tr>
<th>Articulatory dimensions (d)</th>
<th>Neutral Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hyoid position (horz.)</td>
<td>( H_X ) 1.00 [0.0, 1.0] cm</td>
</tr>
<tr>
<td>Hyoid position (vert.)</td>
<td>( H_Y ) -4.75 [-6.0, -3.0] cm</td>
</tr>
<tr>
<td>Jaw position (horz.)</td>
<td>( J_X ) 0.00 [-5.0, 0.0] cm</td>
</tr>
<tr>
<td>Jaw angle</td>
<td>( J_A ) -2.00 [-7.0, 0.0] deg.</td>
</tr>
<tr>
<td>Lip protrusion</td>
<td>( L_P ) -0.07 [-1.0, 0.0] cm</td>
</tr>
<tr>
<td>Lip distance</td>
<td>( L_D ) 0.95 [-2.0, 4.0] cm</td>
</tr>
<tr>
<td>Velum shape</td>
<td>( V_S ) 0.00 [0.0, 1.0] cm</td>
</tr>
<tr>
<td>Velic opening</td>
<td>( V_O ) -0.10 [-0.1, 1.0] cm²</td>
</tr>
<tr>
<td>Tongue body (horz.)</td>
<td>( T_{CX} ) -0.40 [-3.0, 4.0] cm</td>
</tr>
<tr>
<td>Tongue body (vert.)</td>
<td>( T_{CY} ) -1.46 [-3.0, 1.0] cm</td>
</tr>
<tr>
<td>Tongue tip (horz.)</td>
<td>( T_{TX} ) 3.50 [1.5, 5.5] cm</td>
</tr>
<tr>
<td>Tongue tip (vert.)</td>
<td>( T_{TY} ) -1.00 [-3.0, 2.5] cm</td>
</tr>
<tr>
<td>Tongue blade (horz.)</td>
<td>( T_{BX} ) 2.00 [-3.0, 4.0] cm</td>
</tr>
<tr>
<td>Tongue blade (vert.)</td>
<td>( T_{BY} ) 0.50 [-3.0, 5.0] cm</td>
</tr>
<tr>
<td>Tongue side elevation 1</td>
<td>( T_{S1} ) 0.00 [0.0, 0.0] cm</td>
</tr>
<tr>
<td>Tongue side elevation 2</td>
<td>( T_{S2} ) 0.00 [0.0, 0.0] cm</td>
</tr>
<tr>
<td>Tongue side elevation 3</td>
<td>( T_{S3} ) 0.00 [0.0, 0.0] cm</td>
</tr>
<tr>
<td>Lip minimum area</td>
<td>( L_{MA} ) -0.05 [-0.05, 0.05] cm²</td>
</tr>
<tr>
<td>Fundamental frequency</td>
<td>( F_{0gl} ) 120.00 [120.0, 120.0] Hz</td>
</tr>
<tr>
<td>Sub-glottal pressure</td>
<td>( S_{P_{gl}} ) 8000.00 [8000.00, 8000.00] dPa</td>
</tr>
<tr>
<td>Lower rest displacement</td>
<td>( L_{D_{gl}} ) 0.01 [0.01, 0.01] cm</td>
</tr>
<tr>
<td>Upper rest displacement</td>
<td>( U_{D_{gl}} ) 0.01 [0.01, 0.01] cm</td>
</tr>
<tr>
<td>Arytenoid area</td>
<td>( A_{A_{gl}} ) 0.00 [0.00, 0.00] cm²</td>
</tr>
<tr>
<td>Aspiration strength</td>
<td>( A_{S_{gl}} ) -40.00 [-40.00, 40.00] dB</td>
</tr>
</tbody>
</table>

Vocal tract time-constant \( \tau_{ct} \) 0.015 [0.005, 0.039] s⁻¹
Glottis time-constant \( \tau_{gl} \) 0.015 [0.015, 0.015] s⁻¹

In both cases we apply a simple validity test, \( g : \mathbf{X} \rightarrow \{0, 1\} \), which asserts whether the V target (if achieved) would result in a relatively open vocal tract\footnote{This is implemented by thresholding the magnitude of the volume velocity transfer function.}. This avoids the computationally expensive process of synthesising and comparing the complete sample where possible. For uniform sampling, the set of samples does not depend on the output of previous iterations and invalid targets are simply filtered out in advance. For the optimisation algorithms \( \mathbf{X} \) depends on the objective function and the specific algorithm; in this case the validity test was incorpo-
Table 3: Target parameters used for tied onsets (definitions in Table 2).

<table>
<thead>
<tr>
<th>Consonant</th>
<th>Control parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>/b/</td>
<td>{JX, JA, LD, \tau_e}</td>
</tr>
<tr>
<td>/d/</td>
<td>{JX, JA, TX, TTY, TBX, TBY, \tau_e}</td>
</tr>
<tr>
<td>/g/</td>
<td>{JX, JA, TCY, \tau_e}</td>
</tr>
</tbody>
</table>

rated into the objective function as follows:

\[
f_0(\mathbf{x}) = \begin{cases} 
    f(\mathbf{x}), & \text{where } g(\mathbf{x}) = 1 \\
    c \geq \max_{\mathbf{x} \in \mathbf{X}} f(\mathbf{x}), & \text{otherwise}
\end{cases}
\]

3.3. Parameter tying

The effect of systematically reducing the search space for the consonant targets was investigated. Firstly, as done in [12], a specific subset of the articulatory parameters (the consonant control parameters listed in Table 3) was selected for optimisation, depending on the consonant identity (this constitutes a form of prior knowledge). The remaining undefined parameter values of the consonant target are copied from the vowel target, i.e. the parameters are tied to the vowel. This is a direct implementation of the assumption of syllable-synchronised sequential target approximation. Secondly, the jaw angle (JA) parameter was further limited (to the range \([-7.0, -2.0]\)) to prevent closing the mouth for /d/ and /g/. The number of free parameters for the tied-onset configuration is thus 19 or 22 for the bilabial and velar or alveolar CVs respectively compared to 30 without parameter tying (free-onset).

3.4. Optimisation algorithms

The following two optimisation algorithms were investigated: (i) A model-based algorithm (referred to as forest in Section 3.6) which uses a regression model of the objective function to select the next point for evaluation [19]. The scikit-optimize package was used to construct an extra-trees regressor initialised with the neutral parameters and a uniform sampling of 10% of the maximum number of iterations. The selection of the next sample (acquisition function) was determined by the minimisation of the lower confidence bound (LCB) of the model. (ii) The controlled random search (CRS) with local mutation algorithm was used to construct an extra-trees regressor initialised with the neutral parameters and a uniform sampling of 10% of the maximum number of iterations. The selection of the next sample (acquisition function) was determined by the minimisation of the lower confidence bound (LCB) of the model. The controlled random search (CRS) with local mutation algorithm was used to construct an extra-trees regressor initialised with the neutral parameters and a uniform sampling of 10% of the maximum number of iterations. The selection of the next sample (acquisition function) was determined by the minimisation of the lower confidence bound (LCB) of the model. This adjusts the language model component in favour of this set of words and is considered best-practice for recognising short utterances [2]. A single request for the 1-best list was made to the service for each sample which was padded to ensure a minimum duration of 1.5s. However, the results in Section 4 only considered the 1-best output.

3.5. Listening test

The CV targets obtained from exploration were evaluated using a free-recognition listening test. Firstly, the set of template words (Table 1) were synthesised using VocalTractLab to append a /d/ coda. The randomised word samples were presented to 9 listeners in an online experiment [7]. Listeners were expected to type in the word played back through headphones or indicate if the sample was unintelligible after listening to it no more than 3 times. For the listening test, only samples from uniform sampling and CRS were included.

3.6. ASR-based evaluation

As a proxy for online listening tests, off-the-shelf ASR was investigated to estimate the intelligibility of the CV targets embedded in words as used in the listening test. For this purpose the Google Speech-to-Text service was used. The latest version (v1p1beta1) of the synchronous recognition endpoint was called using the Python client with default settings, i.e. the service automatically determines the appropriate back-end model to use based on the input. In addition to the 44.1 kHz audio samples, the set of words in Table 1 was submitted as “speech contexts”. This adjusts the language model component in favour of this set of words and is considered best-practice for recognising short utterances [2].

4. Results

4.1. Parameter tying

The CRS algorithm was used to compare CV outcomes with the reduced and full input space described in Section 3.3. Over 20 exploration runs limited to 10k iterations. The mean recognition rates by the ASR system are presented in Figure 3 showing...
significantly improved outcomes for 2 bilabial templates with tied onsets, with results for the remaining templates being similar. An analysis of the outputs confirm a higher number of misrecognitions due to consonant confusion for the free-onset configuration. This confirms that it is difficult to find the correct consonant articulation with the current simulation configuration in a limited number of iterations without prior knowledge of the consonant type.

4.2. Optimisation algorithms

With the tied-onset configuration, the outcomes using the different optimisation algorithms were compared with uniform sampling (RND). Figure 4 shows the overall recognition rates from the ASR system for a range of iteration limits and the listening test for 10k iterations (the listening test was limited to this setting and only compared RND and CRS). Firstly, CRS-based exploration resulted in significantly better results compared to uniform sampling at the 1k iteration limit. With 10k iterations the results from CRS and uniform sampling was similar both according to the ASR system and listeners. Secondly, overall recognition rates by listeners were not significantly different from rates with ASR (using Welch’s unequal variances t-test: $p = 0.455$). However, more detailed analysis showed that recognition rates with ASR were significantly lower for “bod”, “bud” and “did” and higher for “dad” and “dead”. Reasons for lower rates may include lower language model weights for infrequent words (“bod” and “bud”) and possibly hyper-articulation of “did” compared to what is typical in sentence context (function words are typically under-articulated [24]). For “dad” and “dead” higher confusion rates between /b/ and /d/ were found with listeners and “dead” was also often confused with “did”.

The confusion matrix for online listeners (Figure 5) enables further analysis of the recognition rates over templates and possible sources of errors. The templates “bead”, “booed” and “good” had the lowest recognition rates. The templates involving /u/ were most frequently indicated as completely unintelligible and in the case of /bu:/ the vowel often tends erroneously towards /i/. The case of “bead” is different, with the problem most frequently being consonant confusion with /d/ which seems to be part of a systematic problem of confusion between /b/ and /d/ when combined with /i, t, r, v/. The fact that “god” is most often misrecognised due to the consonant and the parameter tying result (Figure 5) suggests that the tying configuration may need to be reconsidered in this case. Lastly, smaller systematic effects include /ba:/ tending toward /ba/ and some errors attributable to the coda.

5. Conclusion and discussion

This paper simulated the task of imitative articulatory exploration as a component of early vocal learning. Of particular relevance to this context are the results presented in terms of intelligibility and the fact that little prior information about articulatory targets are included in the process (only the consonant class used for parameter tying). The results are encouraging given that only global optimisation and a relatively simple objective function was used without attempting to maximise intelligibility. A summary of key findings are (using Welch’s unequal variances t-test):

- The parameter tying configuration significantly improves success rates ($p = 0.033$), demonstrating its effectiveness in simulating coarticulation.
- The CRS algorithm is significantly more successful than uniform sampling when the number of iterations is limited ($p = 0.034$ at 1k).
- ASR success rates largely agree with results from our listening tests with a few exceptions.

As a result the approach and implementation presented here can serve as a technical and methodological basis for further work on early vocal learning, for example, to find samples for training articulatory to acoustic and inverse mappings without relying on predefined sets of articulatory targets.

Future work may include:

- Investigating and eliminating some of the systematic deficiencies pointed out in the results,
- Further testing the parameter tying configuration motivated by the syllable-synchronised sequential target approximation hypothesis in new scenarios (e.g. different consonant types and onset clusters), and
- Linking the task of articulatory exploration with other stages of early vocal learning, e.g. to learn constraints necessary for successful exploration and possibly to explicitly incorporate intelligibility into the simulation, potentially using ASR results as a feedback mechanism.
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